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Abstract: Systems dynamics is a universal and widely used discipline that examines systems’ 

behaviour over time. The casual loop diagram represents one of the commonly applied tools 

during the analysis of various economic problems. This paper presents a tool facilitating the 

work of managers who are forced to work with different perspectives on one shared issue. 

The created application enables mechanical analysis of a diagram created in the Vensim Pro 

application. The program is used for fast validation of models and checking the correctness 

of the structure. Based on the similarity of the structure, shared or different loops can be 

highlighted. The results can serve as a basis for developing strategies, policies or group 

discussions directed at analysing existing economic systems. 
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1. Introduction 

System dynamics deals with understanding how the system behaviour changes over 

time and is gaining popularity due to its flexibility and structural focus (Kelly et al., 2013). It 

has already been applied to support decision-making in many disciplines ranging from 

medicine and health care (Clarke et al., 2021; Loyo et al., 2013; Sahin et al., 2020) to urban 

coastal systems (Mavrommati et al., 2013). Although system dynamics has its intellectual 

origins in control engineering, management science, and digital computing, it currently 

shapes the frontier of better-understanding the behaviour of social and economic systems 

(Forrester, 2003). System dynamics models often generate counterintuitive behaviour and are 

at odds with traditional economic theory (Radzicki, 2009; Režný & Bureš, 2018). However, 

models represent essential tools for generating new knowledge as they help us uncover 

dominant feedback, unintended consequences, synergic effects, or emergent attributes (Bureš 

& Tučník, 2014). We look for patterns within the details without losing sight of the big picture. 

Analysis of economic systems is widely associated with the presentation of mental models in 

which economic systems are captured. Development of ability of collection and organisation 

of data, interdisciplinary model development, transparency of models, and visualisation of 

the results represent the main issue. System dynamics helps to cope with complexity and 

acquire better insights, which is the primary assumption of better understanding and 

meaningful decision making. This need constitutes the main rationale and motivation of this 

study. 
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This paper is based on the analysis of models of economic systems represented by causal 

loop diagrams (CLD). CLD represent the notation of the bounded system structure which is 

composed of variables and their relationships that interact with each other. This work aims 

to present a software application that reads a model created in the Vensim Pro software 

application and verifies the correctness of the CLD stored in this model. The manuscript is 

structured as follows. After this introductory section, the applied methodology focused on 

the CLD structure and associated MDL file details created in the Vensim Pro application is 

presented. Next section introduces acquired results. It focuses on the validation of diagrams, 

the process of loop identification, and how outcomes are provided. The last section concludes 

the paper. 

2. Methodology 

This study’s main assumption is based on the conviction that economic systems, as an 

instance of soft systems, are not mostly associated with an exact description of structures and 

behaviours. However, the notation of CLD is rigorous and can be analysed. Binder et al. 

(2004) describe CLD as an oriented graph. Since we need to go through the graph, it is 

recommended to use an adjacency matrix and determine each link’s polarity. It is also 

possible to successfully detect multiple relationships and record the absolute number of 

relationships without polarity (two relationships with opposite polarity would be subtracted 

from each other). We do not know if they are variables without a relationship, or with one 

either positive or negative polarity). The algorithm continues with depth-first and breadth-

first search. Because we are looking for all the loops in the graph and do not know if there 

will be more loops, this algorithm is not suitable as a stand-alone method. For instance, the 

search can be applied to each variable where a loop would be found. However, it is possible 

that in a variable, which belongs to more than one loop, the algorithm chooses the wrong 

one, and we do not get all loops even in multiple runs in the graph. 

There are various methods for dealing with feedbacks in system dynamics models. The 

Loops that Matter method can serve as an example (Schoenberg et al., 2020). When 

determining the algorithm for finding loops, it is interesting to be inspired by Oliva’s work 

(2004), in which an adjacency matrix capturing variables and relationships is used. It further 

enriches it by using a distance matrix, showing how far variables along the link path are from 

each other. This approach ensures finding loops consecutively from small to larger ones and 

always tests when inserting a new loop into the list if it differs by at least one link from the 

previous one. 

The solution presented in this study is based on the adjacency matrix analysis, where for 

each variable, the output link is inserted into the list of potential loops. At the same time, the 

algorithm goes through all links already inserted into the list. If any of these links starts with 

the end node or ends with the starting node of the processed binding, the previous link is 

extended by the processed link. 

For the practical implementation, Visual FoxPro 9.0 programming language was used as 

it has a set of functions for reading and writing files, as well as an extensive set of functions 

for working with two-dimensional arrays. The MDL file format is proprietary and well-
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documented. It is a machine-readable file, where information about one element of the 

diagram is written on each line. At the beginning of each line, the first distinguishing 

character that determines the entire record structure is stated. Each line in the whole diagram 

is read, and based on the type of record, the line is processed. The MDL format allows writing 

other elements that are not used in CLD diagrams. Previously introduced parts of CLD – 

nodes (variables), links (relationships) and loops (feedbacks) are included in the analysis. An 

example of the diagram structure is apparent from Figure 1. 

 

Figure 1. Sketch information about the graphical representation of the diagram. 

Each element appears on a separate line, and a comma separates the element’s 

parameters. This feature is essential for further automated processing. The value 

distinguishes the diagram elements from the beginning of the line to the separator (comma). 

Nodes are determined by the number “10” at the beginning of the line, and the notation has 

the following structure (separated by a comma): record type (node); internal identifier; node 

name (text); position on X, Y axes as coordinates from the lower right edge of text rectangle 

variable; and the width and height of the rectangle with the text of the variable. Links 

Bindings are specified by the number “1”, and the notation has the following structure 

(separated by a comma): record type (link); internal identifier; internal identifier of the node 

from which the link originates; internal identifier of the node to which the link is directed; 

line shape (circle, polygon, straight line); indication whether the link should be hidden; ASCI 

polarity sign (allowed characters with / S / + / for reinforcing (positive) loops and o / O / - for 

balancing (negative) loops. Loops are specified by the line beginning with the number “12” 

and the notation has the following structure (separated by a comma): record type comment 

(also used for loops); internal identifier; icon index associated with the comment; X, Y 

coordinates of the comment centre; width and height; and line shape. 

The following main components and functions are used when programming the code 

for work with the contents of the MDL file: 

STRCONV(FILETOSTR(lcFileName),11) 

The program reads the entire contents of the file into the memory, where the contents 

can be further processed and searched. 

OCCURS(CHR(13) + CHR(10) + "10," 
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The text box is searched for the occurrence of a specific character set that identifies a new 

line in the file. From such a position, we read further to the end of the line and such a sequence 

of characters is for us one element in the diagram. 

FOR lncount = 1 TO lnCountRows 

 ** check if this is variable 

 IF LEFT(lcTmpRows[lnCount,1],3) = "10," 

  lcTmpVars[lnCountVar,1] = lnCountVar 

A cycle by which individual diagram objects are inserted into a two-dimensional array, 

for each element (row) we distinguish different attributes of the element (identifier, name, 

coordinates) and we write them into individual columns of the array. 

LEFT(lcTmpRows[lnCount,1],3) = "10," 

If a line starts with the sequence “10” it is a “node” in the diagram. For a line starting 

with “1” it is a link: 

LEFT(lcTmpRows[lnCount,1],3) = "1," 

We go through all the relationships and for each we write in the adjacency matrix of the 

polarity of the individual relationships. 

DO CASE  

  CASE INLIST(lcTmpCausL[lnCount,8],"+","s","S") 

   lnMatrixVal = 1 

  CASE INLIST(lcTmpCausL[lnCount,8],"-","o","O") 

   lnMatrixVal = -1 

3. Results 

When constructing the algorithm, we proceed from nodes in the diagram by developing 

their list. We find the internal number in the original diagram (unique) for each node, assign 

a unique internal number for our processing, and save the name and coordinates. We also 

examine relationships. As with nodes, we find out the number of links and their output and 

input nodes. In the list, we store the link’s original identifier and the indication from where 

and to where the link leads. We only store our internal node identifiers here. We will also 

find out whether the links are reinforcing (the relationship designation is “S / s / +”) or 

balancing “O / o / -” and if the designation is missing or out of the permitted values. If so, we 

mark the link as incorrect. From the list of links, we process the adjacency matrix.  

The link in Figure 2 leads from the node with internal number 2 to the node with internal 

number 1. In the adjacency matrix, there is a value of -1 in column 1 (where the link leads to) 

which indicates a negative link. 
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Figure 2. Link and its position in the matrix. 

Furthermore, it can also be seen that in the matrix in row 1 and column 2 there is 0. If the 

relationship also leads back from point 1 to point 2, which is allowed, then there will also be 

a non-zero number at this point [1,2], expressing the link in the opposite direction. 

If there is more than one link leading from one node to another, Vensim signals this state 

of the diagram with a warning, but such writing is not allowed in causal loop diagrams. The 

algorithm evaluates the number of links greater than 1 between two nodes as an error and 

records the absolute values of each constraint in the matrix so that the values of 1 and -1 

cannot be used for information whether each relationship has a different strength. This 

situation would lead to a final sum of 0 and the target state could not be distinguished from 

the state where there is no link between the nodes. For better visual differentiation of 

erroneous or missing polarity of the coupling, the algorithm uses the value 100 instead of +/- 1. 

3.1. Identification of Loops 

The loops are drawn in the diagram by a circular arrow symbol, the designation R or B 

and a serial number. The loops are not tied to the links in the diagram in the same way as for 

nodes and links. The “comment” element is used to draw the loop and it has no connection 

to other objects in the diagram. The drawing of the loop only corresponds graphically that it 

is surrounded by the relationships forming the loop. We want to check that the drawn loops 

correspond to the relationships surrounding them and find out if a loop is missing. Therefore, 

we find all the loops that can exist in the diagram, regardless of whether they are drawn in 

the diagram or not. Then, we examine according to the position of the links and the drawn 

loops, whether found loops correspond to the drawn ones. 

We can expect two results of this procedure, either “no difference” or an error in the 

diagram (a loop is completely missing or inaccurately drawn with respect to its position or 

polarity indication). 

When looking for an algorithm, we must first choose a suitable method of searching. 

Let’s assume that if we examine all the relationships in the diagram, we cannot omit any of 

the existing loops. Thus, we can proceed by considering each relationship as a starting point 

of the loop, and as we go through the relationships, we will gradually form groups of 
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relationships that follow each other in the nodes. If we go through all the relationships in this 

way, we get some loops. Figure 3 presents the CLD associated with a project management 

system. A few steps are outlined. 

 

Figure 3. Initial state of the procedure. 

 

Figure 4. Loops after the third step. 

We start the path of the matrix line by line. They show us the direction of the 

relationships. We place each link we process on a new line in our list of “future loops”. The 

first relationship leads from A to B, so we write A-B in the resulting field as the first loop’s 

starting point. We continue through the second line, where we have another starting point of 

the B-D loop. We can’t go to the third step at the moment, because we have found so far that 

we have two potential beginnings of loops A-B and B-D. We see that we can extend the 

relationship A-B by B-D as there is a match in the nodes, and after the connection from A-B 

and B-D it becomes A-B-D. At the end of the second step, we have three potential loops: A-

B, B-D and A-B-D. We can proceed to the next steps which can be summarised as follows:  

1. Take a new link and make it a separate line. 

2. Find out whether the link can be connected via the same node name to the end or 

beginning of another line. 

3. Check it out in this way for all rows already identified.  

4. Repeat this sequence for all non-zero elements in the matrix. 

In the end, we obtain a list of existing loops. From the perspective of feedback 

verification, there is a complication we need to deal with. Relationships are not represented 

by lines, but by parts of a circle or a curved line. Since the loops are drawn to the centre of 
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the polygon defined by the individual nodes in the CLD, it is not very likely that the drawn 

loops would be at the edge of one of the circles that encircle the loop. Thus, we can 

approximate when calculating a circular segment forming a loop by lines between two nodes. 

The program evaluates the found loop as correct if it occurs inside the polygon (see Figure 5). 

There are several algorithms to determine whether a point is inside a polygon. For 

implementation, Jordan Curve Theorem method (Kline, 1942) is applied. It states that if a ray 

projected from the point of investigation intersects the investigated polygon horizontally in 

an odd number of places, the investigated point lies inside the polygon. An even number of 

intersections means that the point lies outside the polygon (Haines, 2001). Therefore, we 

proceed by obtaining the equations of all edges of the polygon. We use the drawn point 

coordinates with the loop symbol and test whether such a line formed by two adjacent 

vertices intersects the Y coordinate of the point under investigation. If so, we are interested 

in whether such a point of intersection lies to the left or to the right of the point under 

investigation. We apply this procedure on all lines, and if we have an even number of 

intersections on one side (right or left), then the examined point is outside the polygon, in 

other cases, it is inside the polygon. In Figure 5, we can see that the ray from loop B1 intersects 

the polygon twice and is thus outside the polygon and the ray R1 intersects the polygon once 

(in one direction) and thus lies inside the polygon. Thus, for each loop found in the diagram, 

it is determined, in which detected loops, represented by the corresponding polygons, the 

indicators of loops are located. 

 

Figure 5. Matching feedback identifications with existing polygons. 

3.2. Outcome Presentation 

Suppose the program evaluates, based on the found loops and the polarity of the 

relationships that make them up, that a loop is incorrectly determined (R instead of B or vice 

versa). In that case, the incorrectly identified loop is marked in red, and the correct loop type 

is indicated (see Figure 6). If the loop is drawn with its centre outside the polygon formed by 

the identified loop’s individual nodes, it is evaluated as missing and shown in the correct 

place. The method of calculating the centroid of the polygon is used in the calculation. 

Therefore, the original loop is marked as unpaired and is also marked in red as incorrect (see 

Figure 7). To fix it, move the loop to the right place. 



IDENTIFICATION OF FEEDBACKS IN ECONOMIC SYSTEMS 

 

Figure 6. Missing feedback indicator. 

 

Figure 7. Incorrect position of the feedback indicator. 

4. Discussion and Conclusion 

Approaches to CLD analysis can be divided into two categories. The first category can 

be labelled as “mechanical”. We are not familiar with the CLD content or topic of interest. 

We can consider variables as objects associated with textual strings and located somewhere 

in the diagram. Links connect these variables and we consider loops as comments with round 

arrows. The second category can be titled as “contextual” as we understand the diagram’s 

content and the analysis is based on working with this content. The presented method is 

based on the mechanical analysis as we deal with verifying whether the diagram meets all 

the rules necessary for its construction. These rules can be transformed into an algorithm to 

create a tool to check the correctness of the diagram. Vensim Software, in which the method 

is developed, contains interactive tools for checking the diagram. The user can mark a specific 

variable in the model and run the “Loops” tool to check which loops pass through the 

variable. This tool is suitable for continuous checking or finding the cause of a specific error 

in a diagram during the modelling process. The marked loops R1 and B1 are marked with 

the help of the element “comment” and are not connected with the loops in the diagram. In 

Vensim, it is impossible to check whether the marked loops correspond to those that 

acurrently exist in the diagram. The presented method provides the added value for this 

technical perspective as it extends the software functionality. 
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Implications of applying this method during the analysis of economic systems are 

apparent. Vague and ambiguous relationships between variables characterise economic 

systems. Bureš (2006) provides an example in the case of knowledge management and 

associated endeavour if its implementation in organisations. The issue with economic 

systems is also supported by the fact that, unlike variables and relationships that can be easily 

read from CLD, loops are more complex. Although CLD is associated with several weak 

points (Richardson, 1986), they can be used as a tool for a better understanding of structures 

and behaviour in areas such as industrial-technological innovation (Guo et al., 2021), value 

chain analysis (Muflikh et al., 2021), investment analysis (Nasirzadeh et al., 2021), 

productivity in manufacturing industries (Kamble & Wankhade, 2021), sustainability factors 

(Bureš & Racz, 2017), ambient intelligence (Mikulecký et al., 2011), or the industry growth 

(Eshaghpour et al., 2021). In the current form, the method provides an outcome that can be 

used as a valuable mean of introduction and presentation of the modelled system to specific 

target groups such as modelling workshop newcomers, new team members or decision- or 

policy-makers that need some kind of initial insight. System modellers can use it to clarify 

the story itself. In this way, the complexity of an analysed economic system is presented to 

the same target group, which enables to tame complexity as well. Hence, more appropriate 

and precise system comprehension can be anticipated. Hence, approved version can serve as 

a material for development of corresponding scenarios (Mohelská & Sokolová, 2010) or 

publication at social networks (Černá & Svobodová, 2017). 

Not only can the method serve as a control mechanism for CLD construction for 

individuals, i.e. reassurance that decision making is based on realistic assumptions, but also 

at the corporate and inter-corporate level. It can serve as a tool for the unification of mental 

models in case of group modelling and decision making. Mostly, the final product of the 

group diagram development is a complex model with many variables and even more links 

included (see for instance work of Allender et al. (2014)). Not only at the corporate level, but 

also in multi-corporate institutions such as economic clusters where different perspectives 

are common, and a consensus has to be found. Evaluation of cluster effectiveness, 

productivity or efficiency can serve as an example when CLD can be successfully deployed 

(Bureš et al., 2012). Moreover, subjectivity represents a significant issue here (Jung, 2017). 

There are limitations associated with the developed method. First, the method was tested 

by analysis of relatively simple CLDs. The question is whether the method would be able to 

provide outcomes of more complex CLDs in a reasonable time. Current testing reveals that 

the speed of the algorithm for large CLD (20+ variables) is quite unsatisfactory when the 

finding of all loops requires tens of minutes. However, there are methods which can be used 

for CLD simplification (Bureš, 2017). Reduction of complexity enables the application of the 

method without this type of limitation. Moreover, the development of CLD with tens of 

variables can be counterproductive and support confusion. Second, the application is 

developed in an environment which is not mainstream in the current computer science 

technologies. Thus, the conversion to more appropriate and robust environments is 

recommended. However, the method and software application can reach the target in any 

CLD and can identify the loops. The program can intervene in the native MDL format and 
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highlight errors in it. The modified file can be reopened and further processed by Vensim. 

The developed algorithm is finite and always reaches the goal, which represents one of the 

strong points. 
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