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Preface

Ladies and gentlemen, dear colleagues,

the Hradec Economic Days conference has been traditionally and continuously held since 2003.
University of Hradec Kralové organized the 18th Hradec Economic Days conference in cooperation
with the Wroctaw University of Economics, the Cracow University of Economics and the Office of
Transfer of Technologies at the University of South Bohemia. The conference was held from April 2 to
April 3, 2020. It aimed to promote the idea of communication and cooperation of scientists from
various fields with practitioners. The conference was in 2020 subtitled "Innovations and upcoming
challenges of developed and developing economies". This year conference scopes were to address
following fundamental issues of:

e new trends in the economy and its impacts on globalization,

e social, legal and educational challenges of contemporary economics

e  economic growth and employment,

e effective methodologies for the integration of physical, informational, and financial flows,

e innovative approaches to the management of operational processes,

e financial innovations and focus on the consumer,

e sectoral and intra-sectoral changes: energy sector, tourism, agribusiness, ICT sector, health
economics, social entrepreneurship,

e  quantitative methods in economics and management.

Hradec Economic days conference has undergone dynamic development since the first year in
both quality and quantity. The program committee also undergone fundamental change as well in
favor of a substantial increase in the spectrum of international academicians from the USA, China,
Malaysia, Spain, Croatia, Slovakia, Romania, Poland, and the Czech Republic. In 2019 we again
cooperated with the MDPI publishing and two of their journals indexed in the Emerging Sources
Citation Index (ESCI). The highest quality papers are to be revised for a possible inclusion in the special
issue of Sustainability, Economies and Social Sciences open access journal published by MDPI. For the
first time we also cooperate with Acta Informatica Pragensia Peer-reviewed journal on social and
business aspects of informatics.

All submitted papers undergone careful selection and were reviewed by 2-3 reviewers. We
selected the best 101 papers in English that were published in two proceedings volumes. Authors of
the conference papers are scientists and practitioners from the Czech Republic, Slovakia, Poland,
China, Japan, Malaysia, Croatia, Russia, Ireland, Bulgaria.

I am very pleased we succeeded in indexation of the 2019 proceedings, and I firmly believe that
the changes the conference has undergone will contribute to regular indexation also in the future.

Despite the fact that HED2020 conference had to face organizational changes due to a COVID-19
epidemy, we managed to further develop the professional format of outputs. HED2020 articles were
assigned DOI and retrospectively were DOI assigned to HED2019 proceedings as well. Except for
obvious evolution in database Thomson Reuters, proceedings were assigned ISSN and will be sent to
the Scopus database for evaluation.

I want to thank all who participated in organizing the conference: thank you for your high-quality
work. My thanks also go to the authors for their trust and support, and I am looking forward to seeing
you again at HED2021.

Hradec Kralove, March 22, 2020

-\‘
G ———
Assoc. Prof. Petra MareSova
General Chairman of Hradec Economic Days

Faculty of Informatics and Management
University of Hradec Kralove
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Abstract: The paper considers an up-to-date issue in project management, namely the impact of
organizational culture on the project portfolio management (PPM) effectiveness in contemporary
project-oriented organizations. PPM has expanded in the practices of modern project management,
however, the role of organizational culture has not been comprehensively explored especially in the
transition economies of South Eastern Europe. It is known that PPM success is effectively aligned
with the organizational strategy, so the paper provides a short review of the theoretical grounds in
respect of the relation between organizational culture and PPM. It is expected that the organizational
culture of project-oriented organizations plays a key role for the effectiveness of PPM. The paper
also presents a selection of results from a questionnaire survey of PPM practices in over 180
Bulgarian project-oriented organizations where several aspects of PPM effectiveness have been
explored in relation with particular dimensions of the organizational culture. Conclusion are
derived regarding the establishment of specific organizational culture that is supportive for PPM
and its core functions.

Keywords: organizational culture; project-oriented organization; project portfolio; project portfolio
management
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1. Introduction

Project based activities and processes have been growing worldwide along with the expansion of
project, program, and portfolio management practices in the last decades. This contemporary
managerial approach proved to be effective for enhancing business organizations’ competitiveness
especially when project-based funding has been extensively utilized by the organizations. Such
processes facilitated a sustainable transformation towards project-oriented structures and cultures at
these organizations. However, in many organizations even a limited number of projects are difficult
to execute due to weak and unfavorable culture for implementing appropriate project methodologies
and decision-making style. This way, inefficient resource allocation, lack of project prioritization, and
mismatches with corporate strategy have been frequently identified in project portfolio management
practices.

The focus of the current study is on the impact of organizational culture on the project portfolio
management (PPM) effectiveness. In general, the interrelations between organizational culture and
PPM effectiveness/success have been rarely studied empirically. Nonetheless, research interest has
been devoted to a variety of issues related to the type of organizational culture that is appropriate for
a successful project management (Patanakul and Aronson 2012).

Modern business environment requires project and portfolio managers to demonstrate
leadership and managerial competencies supporting the development of strong project-oriented
organizational culture that provides a fundament for a successful implementation of PPM practices.
These competences are oriented to an optimal and effective utilization of organizational resources,
with a priority on human capital and talent management. This way, it is expected from project
portfolio managers to be aware of strategy implementation, balancing, and providing synergies by
execution of the complex of projects in the organizational portfolio. This cannot be achieved without
developing a favorable organizational culture that supports team working, creativity, and innovation.
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The aim of this paper is to provide insights on the impact of organizational culture on the
effectiveness of project portfolio management. A special focus is put on a long-term perspective as far
as PPM effectiveness is indicated by three dimensions of the strategic alignment of project portfolio.
The first one relates to the achievement of strategic goals of the organization through selection and
realization of targeted projects. The second one is focused on the strategic resource allocation by
projects in the portfolio. The third one is measured by the degree of achieving sustainability of
financial results from the executed projects. These dimensions reflect the degree of coordination of
project selection, evaluation, prioritization, execution, monitoring, and control within an operational
system of PPM. Here we assume that the effectiveness of PPM is directly related to a better alignment
of projects in the portfolio with the organizational strategy.

The operation of organizations that have adopted the PPM approach depends on the existence of
supportive organizational culture, however, it affects PPM processes in a concealed way. In the same
time, the specifics of the organizational culture define a unique work environment with a distinct
character. Ultimately, the cultural dimension could facilitate or obstruct the effective operation of any
organization, and specifically, project-oriented organizations. The paper presents some results from a
questionnaire study of PPM effectiveness in 184 Bulgarian project-oriented organizations where
several indicators have been experimentally measured. The interrelations between these indicators
and a selection of cultural dimensions have been particularly explored.

2. Literature Review

The specialized literature on project management underlines the expanding implementation of
PPM approach in organizations that execute a complex of projects and its importance for the
achievement of synergies and strategic goals. Along with this, some studies have focused on the
influence of organizational culture on project outcomes (Shore 2008). Still, rarely the research findings
are supported by empirical arguments considering the interrelation between organizational culture
and PPM processes, practices, and success.

PPM as a managerial approach is based on the selection, prioritization, balancing, and control
over the execution of multiple projects in a project-based organization. Typically, the goals of the
selected projects are aligned with the organizational strategy and reflect the perspectives of
organizational development. Within the current study, we adopt a definition of PPM as coordinated
management of a portfolio of projects oriented to the achievement of the strategic objectives of the
organization (PMI 2017). PPM provides numerous opportunities to the organizational leadership for
implementing flexible decision making in a dynamic and turbulent environment. Moreover, it
facilitates the organization to become more adaptive to the uncertainty of the ever-changing business
environment (Jerbrant and Gustavsson 2013). Many benefits are identified regarding the utilization of
PPM, however, still the effective implementation of this approach is a challenge to managers
(Patanakul 2015).

PPM outperforms the traditional framework and mechanisms of project management due to the
substantial changes required for an effective implementation of portfolio structures leading to
complex synergetic effects on organizational performance. It is generally accepted that the aims of
PPM are oriented to: (i) finding the right balance within the project portfolio, (ii) aligning the portfolio
to the organizational strategy, and (iii) maximization of the overall value of the project portfolio (De
Reyck et al. 2005). In a multi-project environment this approach contributes to the enhancement of
competitiveness by maximizing the value added by separate projects along with minimizing the costs
and risks associated to their execution. This way, PPM has proved to be a source of competitive
advantage for the implementing organizations as well as a powerful tool for achievement of strategic
goals (Alexandrova 2017).

The issue of resource allocation by simultaneously executed projects, from the practice point of
view, is important to be considered within the implementation of PPM, especially, by appropriate
scheduling and planning. Some authors recommend a focus on special management policies, e.g.
“horse trading, interpretation, and sense making” that suggest a complex approach compared to the
traditional project management methods (Engwall and Jerbrant 2003). In this respect, applied
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research in project management has identified needs for additional empirical studies devoted to
various organizational problems related to PPM implementation (Blomquist and Muller 2006).

Specialized literature reveals a consensus about the significant impact of culture on the
organizational performance in two dimensions: effectiveness and financial performance (Booth and
Hamer 2009). Some studies discuss the interrelation between strategy, culture, and performance
which induce the competitive advantages of companies (Hogan and Coote 2014). Project management
by itself is considered as a specific sub-culture in the framework of an established organizational
culture. It assumes, among others, particular principles and practices, norms and ethical standards,
emphasis on team working, effective communications, transparency, regular reporting, monitoring,
and control. In order to support PPM implementation some organizations develop a project
management office (PMO) as an organizational unit that provides conditions for successful
simultaneous execution of projects in the portfolio aligned to the organizational strategy
(Banister-Hazama and Hazama 2014).

Organizational culture can be studied by various standpoints and is defined in different ways.
A classical definition of culture is given by G. Hofstede as “the collective programming of the minds”
of individuals by which “one group distinguishes itself from other groups” (Hofstede 2003). In
respect of the organizational culture some authors emphasize on “enduring beliefs, values and
assumptions” that differentiate the members of the organization, and the organization itself from
others (Cameron and Ettington 1988). Organizational culture can also be described by the
mechanisms through which the “organization does things” on the basis of common norms, beliefs,
and shared values. In this respect, it is closely related to the organizational structure and control
system which facilitate the compliance with these norms, values, and behavior within the
organization (Dess et al. 2007). Having this in mind, it should be noted that the measurement of
different dimensions of organizational culture is complicated due to its intangible character, e.g.
collective assumptions, shared values, etc.

Associating organizational culture with processes within a project-oriented organization
generates an environment that can facilitate the successful execution of the projects as well as
achieving significant organizational benefits. A better understanding of this association can reveal
options for transformation of the organizational culture towards a more supportive one regarding the
effective leadership and project team’s management. The specialized literature on project
management mostly emphasizes on the role of organizational culture for the success of projects
execution. Indeed, although many organizations expand their project activities, a particular weakness
is their cultural deficiency (Palmer 2002). This way, promoting a project-oriented culture appears to
be an important task that requires targeted support from the top management.

Some studies consider the organizational culture at project portfolio level focuses on resource
allocation, portfolio optimization, and strategic alignment. The simultaneous execution of projects in
a portfolio as well as the necessity of coordinating different project teams generate substantial
complexities and require a novel project-oriented culture. Organizational culture reflects the strategic
focus and orientation, this way leading to increased complexity of PPM (Martinsuo and Killen 2014).
Some authors consider the contextual features of the cultural influences on project work as somehow
ignored (Hanisch and Wald 2012).

Nevertheless, the study of factors influencing the PPM success has attracted interest recently
(Alexandrova 2018). Special attention is put on the organizational culture as integrated into the
strategic focus regarding the PPM implementation. This integration is considered in two aspects:
internal and external (Unger et al. 2012). Although the existing studies are limited in exploring the
range of cultural issues concerning project and portfolio management, some research reveals how the
organizational culture — as well as the national culture — induces contextual effects on the way
organizations execute the projects in their portfolios (Unger et al. 2014).
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3. Methodology

3.1. Data Source

The empirical analysis in the current study is based on data collected by a questionnaire survey
conducted in the period 2017-2018 among representatives of 184 project-oriented organizations that
operate in Bulgaria. Since there is no specific register or other kind of statistical frame to facilitate a
random drawing, the respondents have been selected by a purposive sampling scheme. A specific
questionnaire has been developed and sent to 200 respondents (project management experts, project
managers, project portfolio managers, and representatives of the top management boards). The
method of individual self-interview has been applied by participation in online survey or by
submitting a filled questionnaire by email. Appropriate respondents have been reached through the
channels of professional networks (LinkedIn; Bulgarian Association for Project Management). All
respondents have professional duties and competences in the area of project management performed
in a multi-project environment. Moreover, some of them have a key role in the management of a
project portfolio operated by the respective organization. Due to substantial non-response 16
questionnaires are excluded from data processing and analysis.

3.2. Survey Instrument

In order to provide empirical measurement for the organizational culture and PPM effectiveness
the questionnaire instrument suggests formulations of two groups of items. Each item uses an ordinal
scale with ranks 1 to 5 for evaluation of the respective feature. The questionnaire instrument has been
developed specifically for the goals of the empirical study of PPM practices, factors, and effectiveness.

Table 1. Dimensions of organizational culture.

In what extent each of the following element / Notat Rather Neither Yes Rather Certainly

statement is valid for your organization? all No nor No Yes Yes

Flexible and adaptive managerial style 1 2 3 4 5

Effective project communications 1 2 3 4 5

Team-working and trust between project team members 1 2 3 4 5

Creativity and innovation stimulating atmosphere 1 2 3 4 5

Turnover and low motivation 1 2 3 4 5
Table 2. Aspects of PPM effectiveness.

In what extent do you agree with each of the following Likert Scale

statements about your organization? 1- Fully disagree 5- Fully agree

Project portfolio is aimed in achieving sustainable

financial results ! 2 3 4 >

Projects in the portfolio have goals that fully match the 1 2 3 4 5

strategic goals of the organization

Resources allocation by projects is subjected to the 1 2 3 4 5

strategic priorities of the organization

The first set of items requires the respondents to evaluate the extent to which a statement is valid
regarding particular dimension of the culture at her/his organization (Table 1). The second one invites
the respondents to express her/his opinion about the extent to which a particular aspect of PPM
effectiveness is achieved at her/his organization (Table 2).

The primary data collected by the questionnaire survey has been processed and analyzed by
descriptive statistical methods as well as Spearman rank correlation method.
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4. Results

4.1. Profile of Respondents

A variety of personal attributes, both demographic and professional, were recorded during the
survey. The pool of respondents is relatively balanced by gender; however, the age structure shows
predominantly middle-aged individuals (over 70% in the range 31-50) and about one fifth with age up
to 30. The sectoral structure of employment shows that almost half of them work in organizations
operating in sector “IT and communications”. The next more frequently recorded sectors are “Public
administration” (22%) and “Construction” (14%).

An important characteristic is the experience of the interviewed — over one third indicated a long
period of general work experience (over twenty years) whereas about 11% declared just a recent
experience: up to 5 years. The professional experience in project management has been identified by
the number of years working in project management (project team member, project office expert,
project manager, project portfolio manager). The major share (about 60%) is held by respondents with
specific experience 6-15 years, and over 20% indicate professional experience over 16 years (Table 3).

Table 3. Experience of the interviewed.

Professional General experience
experience Upto5 6-10 11-15 16-20 Over 20 Total
Upto5 100.0% 48.1% 2.9% 5.9% 19.6%
6-10 51.9% 48.6% 14.7% 8.8% 22.8%
11-15 48.6% 67.6% 39.7% 36.4%
16-20 11.8% 42.6% 17.9%
Over 20 8.8% 3.3%
Top
management; Expert PMO;
3.3% 8.7%

Project team

ber- 20.7% PP manager;
member; 20.7% ___

7.6%

Project expert;

Project manager; 26.1%

33.7%

Figure 1. Distribution of respondents by position held at the organization.

Additional to the experience, the survey provides information on the positions held at the
moment of filling the questionnaire. About one third of respondents act as project managers at their
organization — a position which holds the largest share in the sample (Figure 1). About a quarter of the
interviewed occupy various positions of project experts, followed by members of project teams (21%)
and project office experts (9%). The position of “project portfolio manager” is rarely met, but still,
about 8% of respondents indicate such occupation. Albeit rarely, representatives of top management
of project-oriented organizations have also participated in the survey.
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4.2. Impact of Organizational Culture on PPM Effectiveness

The available data provides opportunities for measuring the degree of correlation between
variables representing the selected dimensions of organizational culture and the variables reflecting
the PPM effectiveness. Figure 2 presents the diagram of the links between the two sets of variables
where dashed line represents a negative correlation between the respective variables.

DIMENSIONS OF ORGANIZATIONAL CULTURE ASPECTS OF PPM EFFECTIVENESS

~ ) )
Flexible and adaptive Project portfolio aimed in

managerial style § achieving sustainable

) X financial results
Effective project

communications §

Projects goals fully match the
Team-working and trust

strategic goals of the

between team members L
organization

Creativity and innovation é

stimulating atmosphere

Resources allocation by projects

Turnover and U subjected to the strategic

low motivation /
T

Figure 2. Impact of organizational culture dimensions on PPM effectiveness.

priorities of the organization/

Table 4. Rank correlations between dimensions of organizational culture and PPM effectiveness.

Project portfolio is aimed  Projects in the portfolio = Resources allocation by

Dimensions of organizational in achieving sustainable have goals that fully  projects is subjected to the

culture financial results match the strategic goals  strategic priorities of the
of the organization organization

Flexible and adaptive 0.745 0.729 0.663

managerial style

Effective project 0.574 0.638 0.390

communications

Team-working and trust 0.427 0.455 0.505

between project team members

Creativity and innovation 0.388 0.356 0.303

stimulating atmosphere

Turnover and low motivation -0.340 -0.302 -0.282

Table 4 presents the Spearman rank correlation coefficients estimated for each pair of variables —
between each of the organizational culture dimension variable and each PPM effectiveness variable.
All coefficients are significant at 0.01 or lower level (number of valid cases: minimum 179). The
highest coefficients have been obtained for the dimension reflecting “Flexible and adaptive
managerial style” where strong correlations are estimated with each measure of PPM effectiveness.
The highest result (0.745) is obtained for the correlation with the variable representing “Project
portfolio aimed in achieving sustainable financial results”. Obviously, in most cases when such
managerial style has been clearly identified, the focus of project portfolio on sustainable financial
results is typically achieved, and vice versa.

High coefficients are observed also for the dimension revealing “Effective project
communications” where moderate correlations are estimated with the measures of PPM effectiveness.
The highest result (0.638) is obtained for the correlation with the variable characterizing “Projects
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goals fully match the strategic goals of the organization”. This provides evidence that practicing
effective communications in project-oriented organizations systematically leads to better results
concerning the achievement of strategic goals through targeted project activities, and vice versa.

Relatively lower correlations, but showing the expected positive signs, are obtained for the
dimensions “Team-working and trust between project team members” and “Creativity and
innovation stimulating atmosphere” — moderate correlation coefficients varying in the range 0.3-0.5.
These results reveal the positive impact of these two dimensions on each of the three aspects of PPM
effectiveness, according to the survey data for Bulgarian project-oriented organizations.

Moderate to weak correlations are found regarding the fifth dimension of organizational culture
reflecting the eventual existence of “Turnover and low motivation” in the organizations. These results
are indicative for a supposition that a lack of policies for keeping high motivation and loyalty as well
as for reducing turnover rates inevitably leads to worsening the results on the chosen aspects of PPM
effectiveness — which provides useful insights for PPM practitioners.

5. Conclusions

Adopting PPM by project-oriented organizations requires also taking into account the intangible
cultural dimensions of the organization. The current study argues that such an approach is a
sustainable way to increasing the effectiveness of PPM and responding to the challenges of strategic
goals of the organization. The results shed light on the recent practices of Bulgarian project-oriented
organizations regarding the interrelations between particular dimensions of organizational culture
and selected aspects of PPM effectiveness. They provide evidence for project portfolio managers that
paying special attention on such cultural issues can be a driver of the effectiveness of project portfolio
activities. In order to improve their results, it seems necessary for these managers to develop
additional knowledge and skills relevant to the contemporary topics in organizational culture and its
impact on PPM. A further study of the determinants of PMI effectiveness is still a challenge for project
management research in Bulgaria that can be supported by sound empirical evidence.

The dimensions of organizational culture and their impact on the overall project portfolio appear
to be prospective topics for future conceptual and empirical studies. The current study demonstrated
that organizational culture enters in complex interactions with core elements and processes of PPM.
Future research and more detailed analysis in a multivariate causal framework can reveal new
underlying mechanisms of the influences of the organizational culture on the success of PPM
operations and organizational strategy in different corporate contexts.
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University of National and World Economy, Sofia, Bulgaria.
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Abstract: The quality of economic growth is a prominent issue in the process of economic growth
worldwide. This paper builds relevant econometric models and uses the provincial panel data from
2003 to 2015 to analyze the impact of innovation drivers on China's economic growth. The empirical
results show that technological innovation and institutional innovation have a significant role in
promoting the quality of China's economic growth, and the effect of institutional innovation is
stronger than technological innovation. In terms of regions, the innovation driver has the greatest
contribution to the quality of economic growth in the eastern region of China, with the western and
central parts ranked second and third. However, the role of institutional innovation in the eastern
region is prominent, and the role of technological innovation is weak. Only institutional innovation
in the central region has a significant role in promoting the quality of economic growth. Only
technological innovation in the western region has a positive effect on the quality of economic
growth, and the impact is weak. The regional differences in the impact of innovation-driven economic
growth are obvious.

Keywords: quality of economic growth; innovation drivers; institutional innovation; technological
innovation
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1. Introduction

The quality of economic growth is a prominent problem in the process of which worldwide. At
present, in order to solve the contradiction between the people's growing needs for a better life and
unbalanced and inadequate development, we need not only the quantitative economic growth, but also
steady improvement in the quality of economic growth (Shi and Ren 2018). Xiao and Li (1998) conducted
the earliest research on quality of economic growth in China. Subsequently, Yang (2000), Wang (2001),
Li (2001) and others started to try to determine the dimensions of the quality of economic growth,
establish an evaluation system of which and then to evaluate it in China. Since 2009, the team represented
by Baoping Ren and Xiaojing Chao in Northwest University has conducted a concentrated and
systematic study on the quality of economic growth. Also, as the quality of economic growth was taken
as the theme of the 2011 Davos Forum, it has gradually become a hot topic of domestic economic research
and received a lot of attention.

Innovation is the core element of economic growth, and the improvement of the quality of economic
growth is inseparable from innovation. Since the reform and opening up, China has always put the
increase in R & D investment and the expansion of the scale of R & D personnel in an important position.
However, taking 2008 as the cut-off point, the growth rate of total factor productivity (TFP) and its
contribution to growth in China have changed from a steadily high level to a continuous decline, and the
trend of economic growth quality has also changed significantly, which has been confirmed by increasing
studies. The expansion of the "scissors gap" between the intensity of technological innovation input and
the growth rate of TFP is an important characteristic fact of economic system in the context of the New
Normal in China, which can be referred to as the mystery of innovation in the process of economic
development in China (Gao 2017), also known as the "Solow paradox” of R & D investment in China (Li
et al. 2017). As innovation plays an important role in transforming the growth mode and improving the
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quality of economic growth, it is undoubtedly vital to study the decline in the quality of economic growth
since 2008 and the so-called mystery of innovation.

The debate on China's pattern of economic growth in the past and the current strategy of boosting
innovation-driven development can be effectively combined in terms of the quality of economic growth
in China (Wang and Yang 2015). Facing the current economic situation, in order to change the mode of
economic growth and improve the quality of economic growth, it is necessary to explore the impact of
innovation drivers on the quality of China's economic growth, so as to find such a way to improve it.
However, the existing research on the quality of innovation-driven economic growth is limited to the
theoretical level, and the relevant empirical research is rare. In addition, the existing generalized quality
indexes of economic growth (QEGI) are not suitable for directly econometric analysis as they mostly
contain technological innovation factors such as R & D, patent. Therefore, there are few empirical studies
so far on the improvement of quality of economic growth driving by innovation especially the impact of
institutional innovation on it. This paper attempts to put forward its own views on the above issues.

Innovation drive in the context of quality growth focuses on technological improvement, which is
the reshaping of the production factor combination (Ma 2017). It reduces the impact of the changes in the
number of input factors on the production process taking the improvement of TFP and the contribution
rate of production efficiency as the main path, and then reaches the stably economic structure as well as
the optimal consumption rate of resources and environment under a certain technical level and finally
achieve the comprehensively improvement of the quality of economic growth which covers the
procedure and results of economic operation. Innovation drive can continuously improve the quality of
economic growth by increasing TFP because it is the key factor to change the production function and
the effective way to break the old development model.

This paper expounds the relationship between innovation drivers and the quality of economic
growth from the perspectives of technological innovation, institutional innovation and their combined
effects. By constructing the theoretical analysis framework for it, this paper proposes research hypotheses
to be tested.

1.1. The mechanism by which technological innovation affects the quality of economic growth

The Neoclassical economic growth theory provides sufficient theoretical basis for how technological
innovation is able to promote economic growth. Also, the development practice in China shows that
technological innovation plays an important role in promoting economic growth, transforming the mode
of economic growth and improving the quality of economic growth. Technological innovation is
conducive to optimizing the economic structure, which is reflected in the fact that it can improve the
quality of economic growth by optimizing the industrial structure (Deng and Zhang 2018). For the
consumption structure, financial structure and income and expenditure structure, the upgrading path of
technological innovation mainly focuses on the maintenance effect on economic stability. Moreover,
technological innovation is beneficial to enhancing the efficiency of economic growth (Zhang et al. 2007;
Peng and Jiang 2011), which is embodied in the fact that the original scientific and technological
innovation can improve the efficiency of resource development and utilization during the process of
internal transformation within the production procedure. Technological innovation in the production
process makes the productivity of the original input factors increase marginally with the technological
spillovers, which is the improvement and optimization of economic growth model. In addition, it helps
to reduce resource consumption and environmental pollution.

Hypothesis 1: technological innovation can improve the quality of economic growth.

1.2. The mechanism by which institutional innovation affects the quality of economic growth

Institutional innovation is the foundation of economic growth. It promotes the quality of economic
growth mainly through incentive mechanism, restriction of economic subjects, reduction of transaction
costs and optimization of resource allocation. Firstly, institutional innovation is about providing the
proper "incentives'. The lack of "proper incentives" is the main obstacle to economic growth in
developing countries (Easterly 2003). Secondly, institutional innovation can stimulate the government,
enterprises and individuals to increase the investment on innovation and human capital. It is able to
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encourage enterprises to engage in innovation activities and obtain excess profits by providing
institutional protection for intellectual property rights, invention patents and “innovation subsidies”.
Finally, institutional innovation improves the quality of economic growth by reducing transaction costs
and optimizing resource allocation. Specifically, market intervention by government (Gao 2017),
distortion of factor markets (Zhang and Zhou 2011), development of non-state-owned economy and so
on are the serious realities faced by China's imperfect market-oriented system and its transformation
from economic system to market-oriented system. The innovation of these system and directions is an
important force that causes the quality of China's economic growth to rise.
Hypothesis 2: institutional innovation can improve the quality of economic growth.
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Figure 1. The mechanism by which innovation drivers affect the quality of economic growth.

1.3. The mechanism by which the combination of technological and institutional innovation affects the quality
of economic growth

Technological and institutional innovation are unified, both of which work together on economic
growth, thus promoting the quality of economic growth. In terms of improving economic efficiency,
technological and institutional innovation are the keys to economic efficiency. Therefore, reforming them
could bring many "dividends" to the China’s economy. Also, in the aspect of reducing environmental
pollution, it is possible for economy to realize the green growth model of high economic growth and low
pollution in China relying on the transformation and upgrading of industrial structure and technological
progress in the long run. At the same time, strong resource and environment policies are also effective
inducements to reduce pollution emissions (Wang and Huang 2015). Additionally, in terms of perfecting
the welfare distribution, the system improvement can also change the income distribution and then
explore the potential for increasing resource utilization.

Hypothesis 3: institutional innovation promotes the quality of economic growth by strengthening
technological innovation.

2. Methodology

2.1. Measurement

According to the connotation of the quality of economic growth, this paper constructs an index
system to measure the quality of economic growth in China. All 15 basic indicators for measuring
QEGI are listed in Table 1, and the brief introduction of sub items, measurement units and the
attributes of which are also included.
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Table 1. The index system for QEGI measurement.

Criterion Attribute

Meas compa
Aspects Sub index Basic index ure . negativ | rative
. positive .
unit e fit
index
Value of secondary
industry/ terti —
Structure of o u.s ry/ tertiary v
industr industry
y Theil index of N
structural deviation
Structure of Rate of consumption % V
Progress of consumption
economic Sump Rate of investment % V
and investment
growth ;
Financial Balance of deposits
structure and loans of financial % Xl
institutions /GDP
Balance of .
total imports and o
Payments Yo V
exports /GDP
Structure
th TFP growth rate % V
r
& .O.W Capital productivity % \
efficiency -
labor productivity % V
Resource Energy consumption N
Utilization per unit of GDP
Air pollution degree | Multi J
per unit output ple
Results of disch Multi
esults 9 Environmental Sewage- ischarge ulti N
economic . per unit output ple
pollution - -
growth Discharge of solid ,
. Multi
waste per unit le v
output P
Population weighted
Welfare urban-rure.ll income — l
improvin ratio
P 8 Composite Engel J

coefficient

2.2. Data source

In this study the empirical analysis is conducted to verify the research hypotheses proposed
earlier with panel data collected from 30 provinces (in view of the availability of relevant data, Tibet,
Hong Kong, Macao, Taiwan four regions are not included in the research objects in this paper), (cities,
autonomous regions) in China from 2003 to 2015. The selected explanatory variables mainly include
the degree of R & D, the amount of patent application and the degree of marketization. In addition,
considering the quality of regional economic growth could be affected by several other factors, the
level of human capital, the level of fixed asset investment, social security, infrastructure, total amount
of postal and telecommunications business as well as the degree of concentration of producer services
are selected as control variables. The data are mainly from <China Statistical Yearbook> in 2004-2016,
<China Urban Statistical Yearbook>, <China Science and Technology Statistical yearbook>, < China
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Marketization Index 2011> and <China Marketization Index 2016>. Interpolation method is used to
complete few missing data.

2.3. Variable declaration

The quality of economic growth (QEGz) as the explained variable is the core variable and the
regional data of which is calculated according to the evaluation system in Table 1. It mainly includes
two sub indicators which are process dimension (STRUi) and result dimension (RESUz). Furthermore,
the key explanatory variables are those reflecting the level of regional technological and institutional
innovation.

1. Level of technological innovation (tech): two indicators including regional R & D expenditure
(RDir) and the level of regional patent application (patenti) are adopted to measure the level of
technological innovation. Specifically, the formula for calculating regional R & D expenditure is:
RDir = internal expenditure of Regional R & D and experimental development funds / regional
GDP. The level of regional patent application is expressed by the number of patent applications
accepted per 10000 people in the region. The calculation formula is: patent:=the number of patent
applications accepted in the region/ 10000 people.

2. Level of institutional innovation (instii): the total index score of marketizations (M/i;) calculated by
Wang and Fan (2011, 2016) is taken to represent the degree of marketizations and then measure
the level of institutional innovation. Taking year 2007 as the base period, this paper adjusts the
index of marketization from 2008 to 2015 according to the practices of Zhang et al. (2018), so as to
make the data is comparable in different years.

Additionally, several factors which are the level of human capital (humi), the level of fixed asset
investment (invi)), social security (socit), infrastructure (transi), total amount of postal and
telecommunications business (maili) as well as the degree of concentration of producer services
(serviceir) are selected as control variables (controli).

2.4. Model specification

According to the research objectives of this paper, firstly, the impact of innovation driver on the
comprehensive level of the quality of economic growth is investigated. The corresponding econometric
model is set as follows:

QEGit=ar+Bix techir+yx instii+0ix controlit +€it

In the above formula, the subscripts i and t indicate the provinces and years respectively.
3. Results

3.1. National QEGI and Provincial QEGI in China

In this paper, principal component analysis (PCA) was adopted with SPSS18 software to obtain
QEGI of all provinces (cities, autonomous regions) in China from 2003 to 2015. It can be seen from
Figure 2 that QEGI is on the overall continuous rise from -12.77 in 2003 to 24.9 in 2015. In terms of time
periods, it is clear that the time evolution process of China's QEGI over 13 years from 2003 to 2015 can
be divided into two stages: the first stage is 2003-2008 while the second stage is 2009-2105 with 2008
seen as the turning point of the two stages.
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Figure 2. The time evolution process of China’s QEGI from 2003 to 2015.
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From the perspective of spatial dimension, the quality of economic growth in the eastern region
is the highest, which in the northeast region is the second, followed by the central region. The lowest
one appears in the western region. Moreover, the eastern region increases most in the quality of
economic growth with aspects of range and speed. The western region and the central region are in

the second and third places.

3.2. The innovation-driven impact on QEGI in China

The results of the empirical test of innovation-driven impact on the quality of economic growth
in China are showed in Table 2. Using the mixed least square method (OLS), the panel fixed effect
model (FE) and the random effect model (RE) respectively to run the regression on formula (1), this
paper verifies the effects of technological and institutional innovation on the quality of China’s

economic growth.

Table 2. The regression results of the empirical test of innovation-driven impact on QEGI in China.

variables

RD

Patent

MI

hum

nv

s0C

trans

mail

OLS
(1 @

0.491*
(9.33)

0.309"

(10.13)
0.286™ 0.0299*
(10.44) (3.28)
0.367° 0.630"
(6.54) (11.17)
-0.497 -0.633
(-8.02) (-8.15)
-0.0209* -0.0211"
(-2.53) (-2.31)
-0.0237" -0.0220"
(-3.30) (-2.67)
0.0003* 0.0003*
(4.05) (3.29)

FE
3) (@
0.252*
(2.01)
0.0099
(1.45)
0.241% 0.267%
(5.37) (6.48)
0.106 0.103
(1.11) (1.08)
-0.149 -0.157
(-2.47) (-2.44)
0.0232" 0.0248"
(2.72) (2.91)
-0.0299" -0.0300"
(-3.17) (-3.12)
-0.0000 0.0000
(-0.03) (0.04)
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RE
(5) (6)
0.489"
(5.60)
0.0104
(1.48)
0.241% 0.292
(6.51) (7.72)
0.232° 0.340"
(2.93) (4.18)
-0.256™ 0267
(-4.52) (-4.06)
0.0100 0.0118
(1.23) (1.41)
-0.0331" -0.0413*
(-3.83) (-4.53)
0.0000 0.0001
(1.08) (1.54)



. OLS FE RE
variables
(1 2@ (3) @ (5) (6)
corvice 78.70™ 146.6™ 57.05™ 57.63" 59.07" 66.05™
(4.49) (8.45) (4.56) (4.60) (4.64) (5.05)
Cons -5.063" -6.848" 2.718™ 2,612 -3.876™ -4.525™
(-12.32) (-16.62) (-4.16) (-4.00) (-7.06) (-8.04)
R? 0.8520 0.8209 0.8035 0.7324 0.8345 0.7869
Observed 360 360 360 360 360 360
value

I Caption: ***, **, and * * represent that the estimated results of the coefficient are at the significant level of 10%,
5% and 1%, respectively.

Column (1) and (2) show the OLS regression results. In column (1), the level of R & D is used for
measuring technological innovation, and the level of marketization is taken as a measurement for
institutional innovation. According to the output, the level of R & D and the level of marketization
have a significant impact on QEGI in China at 99% significant level. The QEGI changes by 0.491 units
and 0.286 units while the level of R & D and the level of marketization change 1 unit respectively on
average. In column (2), the amount of patent application represents technological innovation.
Similarly, regression results show that there is 99% probability that the amount of patent application
and the level of marketization affect QEGI significantly. Moreover, the outcomes of FE regression are
presented in Column (3) and (4). It can be seen in column (3) that the level of R&D and the level of
marketization exert significant effect on QEGI in China at 95% and 99% confidence interval
respectively. Unfortunately, the amount of patent application does not have a significant impact on
QEGI while the level of marketization is able to affect it with 99% confidence. Furthermore, the outputs
of RE regression are showed in Column (5) and (6). There is 99% confidence to believe that the level of
R & D and the level of marketization have a significant impact on QEGI in China. However, the amount
of patent application has the opposite effect. Moreover, among the control variables, the influence of
the level of human capital is not significant according to FE regression, and the coefficients of fixed
asset investment and infrastructure are significantly negative, which indicates that China's economy
is still driven by investment before 2015, and the human capital does not play a strong role in
improving economic quality.

3.3. The innovation-driven impact on QEGI in each region

Table 3 reports the regression results of the impact of innovation drivers on QEGI in each region.
Comparing the effects of innovation drivers on QEGI in eastern, central and western parts of China, it
is clearly that both the level of R & D and the level of marketization in the eastern region promote the
quality of economic growth, even though the roles of the level of R & D is weak. On the other hand,
there is only the level of marketization exerting positive effect on the quality of economic growth in
central part of China while only the amount of patent application promotes it weakly in western
region.

Table 3. The regression results of the empirical test of innovation-driven impact on QEGI in each region

nation Eastern region Central region Western region
(1 (2) (3 (4) (5) (6) (7 (8
RD 0.252** 0.0396* -0.0755 0.159
(2.01) (0.13) (-0.99) (1.58)
Patent 0.0099 -0.0000 0.0000 0.0000%**

(1.45) (-0.37) (0.46) (6.76)

MI 0.241*  0.267** | 0216  0.241** | 0.120**  0.129"* | 0.0069 0.0432

(5.37) (6.48) (1.98) (2.73) (4.93) (5.51) (0.22) (1.64)
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nation Eastern region Central region Western region
(1) (2 (3) (4) (5) (6) 7 (8)
Cons 2. 718 -2.612%** -2.430 -2.736 -2.372%* 2. 337%* | -0.686%* -0.826***
(-4.16) (-4.00) (-1.37) (-1.50) (-5.96) (-5.65) (-1.99) (-2.80)
‘R2. 0.8035 0.7324 0.5274 0.5335 0.7924 0.7904 0.5359 0.6622
(within)
Observed | 445 360 132 132 96 96 132 132
value
entity
fixed control control control control control control control control
effects

2 Caption: ** *, * *, and * * represent that the estimated results of the coefficient are at the significant level of 10%,
5% and 1%, respectively.

3.4. The innovation-driven impact on QEGI in each stage

Table 4 and table 5 report the regression outputs of the impact of innovation drivers on QEGI in
China during 2003-2007 and 2008-2015. In the first period, the level of R & D, the amount of patent
application and the level of marketization influence China’s QEGI positively. In the second period, the
effects are less significant than which in the first one.

Table 4. The regression results of the empirical test of innovation-driven impact on QEGI during 2003-

2007
FE RE FGLS
D (2) (3 (4 (5) (6)
RD 0.554 0.316 0.184
(2.54) (2.95) (2.39)
atent 0.260%** 0.282%** 0.419***
P (4.57) (5.10) (7.19)
MI 0.0531 0.138** 0.214%** 0.276*** 0.310*** 0.291%**
(0.74) (2.06) (4.20) (6.07) (7.79) (8.32)
Cons -2.568** -1.538 -3.979%** -4.203*** -4.304*** -4.252%**
(-2.29) (-1.41) (-5.64) (-7.08) (-9.19) (-10.48)
R2 0.7314 0.8128 0.8299 0.8711
Observed 150 150 150 150 150 150
value
864.97 1165.12
Wald test
adtes (0.0000) (0.0000)
3 Caption: ** *, * *, and * * represent that the estimated results of the coefficient are at the significant level of 10%,

5% and 1%, respectively.

Table 5. The regression results of the empirical test of innovation-driven impact on QEGI during 2008-

2015.
FE RE FGLS
(D (2 (3 €)) (5 (6
® | am " e
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FE RE FGLS
(1) 2) (3) (4 (5) 6)
ent 0.0111 0.0167* 0.0309%*
P (1.19) (1.77) (2.93)
I 0.179* 0.144% 0.172%% 0.231%% 0.264%% 0.334%%
(2.54) 2.31) (3.14) (4.19) (6.54) (7.30)
Cons -3.885%** -3.964** -5.280** -6.433* -5.621%% -9.173#+
(-3.30) (-3.39) (-5.24) (-6.32) (-7.57) (-12.47)
R2 0.6910 0.7476 0.8390 0.7716
Observed 210 210 210 210 210 210
value
1383.86 1018.05
1
Wald test (0.0000) (0.0000)

4 Caption: ***, * *

, and * * represent that the estimated results of the coefficient are at the significant level of 10%,

5% and 1%, respectively.

4. Discussion

The quality of economic growth is a prominent issue in the process of economic development in
the world. This paper focuses on the relationship between the quality of economic growth and
innovation drivers.

The results show that the quality of economic growth in China during 2003-2015 is on the
generally continuous rise with year 2008 as a turning point. According to the outputs of empirical test,
both technological and institutional innovation promote the quality of China’s economic growth
significantly from 2003 to 2015. And the effect of institutional innovation is stronger than that of
technological innovation. From a regional perspective, innovation driver plays an important role in
promoting the quality of economic growth in eastern China, especially which of institutional driver is
more significant. Furthermore, only institutional driver is able to exert a positive impact on the quality
of economic growth in central part of China significantly while only technological driver influences
which in western region of China significantly. In terms of time period, the role of innovation drivers
in promoting the quality of China's economic growth during 2008-2015 is less significant than that
during 2003-2007.

It should be noted that this study has examined only the data collected from 30 provinces (cities,
autonomous regions) in China from 2003 to 2015. Therefore, the sample size and applicability are
relatively limited, and which also provides a space for making progresses in the future studies.

Based on the above outcomes, the policy suggestions given in this paper are as follows: China
should take the technological innovation and institutional innovation as the starting point to promote
the construction of regional innovation system and improve the quality of economic growth.
Enterprises, institutions of higher education and scientific research as micro subjects engaged in
scientific and technological R & D and innovation should attach importance to forming a network
alliance of multiple enterprises, universities and R & D institutions and establish a long-term
cooperative scientific research alliance based on the industrial chain. The reform and opening up
policy have entered a stage of comprehensive deepening since the 18th National Congress of the
Communist Party of China, showing a good momentum of all-round efforts, multi-point
breakthroughs and in-depth progress. In the field of economic development, it needs to accelerate the
reform of the market economy system, release the vitality of the market economy through institutional
innovation, further improve the socialist market economy system, consolidate the decisive role of the
market in the allocation of economic resources and play the role of the government in macro-control
better, so as to promote the continuous improvement of the quality of economic growth.
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Abstract: Online environment, including brands of public institutions, is becoming a significant
part of public administration. Nowadays, with a social media communication widespread, the public
marketing managers representing self-governing regions are forced to work on their image and
monitor and influence region’s brand behavior in the online environment. Therefore, an article aims
on the current state of art in the field of public brand marketing and the nature of mentions of users
(citizens) about this brand. The study employed data obtained with use of Brand24.com application
which automatically collect the data on region’s brands behavior in the online environment. The
analysis is oriented on following aspects: (1) brand’s mentions in online environment, (2) number of
social media views and interactions raised over the brand, and (3) the level of positive and negative
sentiment related to the brand. The research sample included 13 out of 14 regions existing in the
Czech Republic, for research reasons the capitol city of Prague was excluded from the sample. The
findings showed that high regional differences in brand awareness, brand’s social media reach as
well as brand’s associated text sentiment exist. Besides of this, several implications for public
marketing managers are presented in the study.

Keywords: self-governing region; brand; online environment; social media; public administration;
Czech Republic

JEL Classification: H30; M30

1. Introduction

Increased citizen’s participation in online environment together with the information and
communication technologies (ICT) developments have created new challenges for public marketing.
Fung (2015) asserts that citizen participation mainly supports “three aspects of governance: effectiveness,
legitimacy, and social justice”. The emergence of omnipresent use of online communication, particularly
Web 2.0 and 3.0 and social media communication meant that public institutions, including government
and local governments, and their brands need to be more visible to citizens in virtual space.

2. State of the Art in Brand Marketing Research

In the past decade, the “branding had become an open source activity, via which anyone and
everyone had a say in matters of the brand” (Fournier and Avery 2011). Remarkably, it means that
brands started to live with their own life, sometimes working against the creators. Fournier and Avery
(2011) commented it in this way: “When marketers created stylized content that could be spread
virally, they were horrified to see these same sharing capabilities used against them. Consumers
hijacked brand messages and turned them into parodies”. The brand oriented research mainly focus
on business administration issues as consumer vs brand generated platforms (van Noort and
Willemsen 2012), brand consciousness on consumption behavior in terms of consumption motivations,
purchase intention, and brand loyalty oriented on Generation Y and luxury fashion industry
(Giovannini, Xu, and Thomas 2015), or influence of parasocial (robotic) interactions in online social
media (Yuksel and Labrecque 2016). There are also many studies related to health-related environment
as branding of cigarettes its impact on smokers (Huang, Kornfield, and Emery 2016; Kim, Hopper, and
Simpson 2015; Ulucanlar, Fooks, and Hatchard 2014; Farsalinos et al. 2013), use of psychotics (Corazza,
Valeriani, and Bersani 2014), or food and drink consumption (Freeman et al. 2016; Holmberg et al.
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2016). In the field of public sector, and particularly public institutions, there are exist only a bit out-to-
date, studies related to the brand and community (Kane et al. 2009) or place branding (Anholt 2008).

Moreover, the brands are usually presented in different context, which is in the form of online
comments available on websites or social media. For this reason, the sentiment of the text associated
with the brand should be determined. These texts are presented as unstructured information source
which is difficult to analyze and requiring time-consuming and expert focused approach (Gonzalez-
Rodriguez, Martinez-Torres, and Toral 2016). To avoid this approach, we applied a sentiment analysis
tool incorporated in the software application presented later in this text.

As it was showed earlier in the text, there is unfortunately not enough up-to-date research done
in the field of brand “behavior” in context of public institutions and the public sector, in general.
Therefore, this study aims on identification of brand awareness of the region’s brand among users
(and thus likely citizens) who communicate online with the region, and at the same time, on the
engagement of citizens in this brand and the sentiment of communication about the brand.

3. Methodology

3.1. Methods and Metrics

The study is based on the analysis of online environment to identify brand’s presence. This kind
of analysis conducted in online environment is a part of so-called Internet mediated research (Hewson
2007). For the purpose of this study a new set of metrics to measure brand presence in the online
environment as well as brand’s engagement by citizens and the sentiment of relevant communication
was designed by the author. These metrics are mainly based on the definitions of terms outlined by
social networks as Facebook, YouTube and Twitter.

Table 1. Metrics of brand’s word-of mouth, interactions, and sentiment.

Specific Metrics Description of the metrics

Mentions All available presences of the region’s brand in online environment. The brand can be
mentioned as the passive presence (with not interactive linking on the brand’s profile)
or in active presence (with an interactive link).
Social Media Mentioning a brand (or person/page) on social media is the electronic way of tagging
Mentions someone on the social media networks, and by mentioning the brand it links to that

brand’s social media profile. Usually, it uses active mentioning of the brand.

Non social media Mentioning a brand in traditional online environment, mainly websites. Usually, it

mentions
Social media reach

Interactions

uses passive mentioning of the brand.
The total number of people who has seen the specific brand during a specific period
(last 30 days in this study) in the online environment.
The metrics involves how the brand'’s institution talking to individuals on social

media (Twitter and blogs interactions are considered in this study). This interaction
can be both reactive (to people who have messaged your brand) and proactive (to
people you reach out based on one or more factors).
Shares Reflects how many times the text associated with the specific brand was shared on
social media
Likes Reflects how many likes the text associated with the specific brand received on social
media
Sentiment This metric reflects either positive or negative sentiment of the text associated with the

specific brand. Texts with neutral sentiment are neglected.

3.2. Collection of the Data Set and a Software Used for Data Gathering

The data of analyzed facets were gathered during a thirty-day period from January 12, 2020 to
February 11, 2020. Data were collected with use of Brand24.com application tool and after the
collection processed in MS Excel for the purpose of regional comparison. Brand24.com application was
used in the past with many organizations as well as start-ups. For better picture, how an organization

30



can use this application, Krzysiek Radoszewski, the Marketing Lead for Central and Eastern Europe
at Uber, says on this: “At Uber, we use social listening on a daily basis, which allows us to understand
how our users feel about the changes we are implementing. As soon as we introduce a modification,
we know which pars of it are greeted with enthusiasm, and which need more work” (Brand24.com
2020). Similarly, the success or failure of a specific regional policies, or regional administration quality
can be measured with used application.

3.3. Research Sample

Research study focuses on analysis of online communication of self-governing regions. The Czech
Republic regions are established according to the Act no. 129/2000 on Higher-level territorial self-
governing units (Czech Republic 2018). The thirteen regions and one capital city with regional status
exist. The capitol Prague was excluded from the sample due to several facts: much higher tourist
attention, almost doubled GDP per capita (39,902 EUR), as well as significantly higher population
(1,272,690 inhabitants) than majority of regions. In the sample, there are three regions exceeding with
population exceeding one million citizens; at the other end, there are two regions with population
lower than a half million of inhabitants: Liberec region with population of 441 thousands, and Karlovy
Vary region with population of 296 thousands.

The detailed characteristics of the regions researched are summarized in Table 2.

Table 2. List of regions included in the sample. (Czech Statistical Office, 2018)

., . . Area GDP per capita
Region’s official name Population! (km?) (EUR)
Stfedocesky kraj 1,345,764 11,014.97 16,930
Jihocesky kraj 639,180 10,056.79 14,698
Kraj Vysocina 508,664 6,795.56 14,893
Plzensky kraj 579,228 7,560.93 16,737
Karlovarsky kraj 296,106 3,314.46 11, 992
Ustecky kraj 820,937 5,334.52 13,112
Liberecky kraj 440,934 3,162.93 13,853
Kralovéhradecky kraj 550,848 4,758.54 16,791
Pardubicky kraj 517,243 4,519 14,738
Olomoucky kraj 633,133 5,266.57 14,196
Moravskoslezsky kraj 1,207,419 5,426.83 14,922
Jihomoravsky kraj 1,180,477 7,194.56 17,098
Zlinsky kraj 583,039 3,963.55 15,498

4. Analysis and Results

4.1. Brand s Mentions in the Online Environment

Brand’s mentions were represented by all available mentions about the brand in the online
environment. The total number of mentions recorded for all sampled regions was 2,654. The number
of mentions in the individual regions ranged from 331 mentions about Stfedocesky (Central Bohemian)
region to 101 mentions about Liberec region. The non social mentions were represented by higher
percentage out of the all mentions, the highest number of these mentions was recorded in Olomouc
region (294); the lowest was recorded in Liberec region. The highest number of social media mentions
was found in Stfedocesky (70), Usteck)'l (65) and Zlinsky (52) region. On the other side, the lowest
number of these mentions was found in Vysocina (10) and Olomouc (14) region.

More detailed data about number of mentions in individual regions are available in Table 3.
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Table 3. Brand’s mentions according to official name of regions.

Mentions . . Non Social
Region’s official name Social lYIedla Media
Abs. Rel. Mentions Mentions

Stfedocesky kraj 331 12.47 70 261
Ustecky kraj 312 11.76 65 247
Olomoucky kraj 308 11.61 14 294
Jihomoravsky kraj 299 11.27 43 256
Moravskoslezsky kraj 267 10.06 25 242
Zlinsky kraj 243 9.16 52 191
Karlovarsky kraj 227 8.55 46 181
Pardubicky kraj 227 8.55 31 196
Jihocesky kraj 197 7.42 24 173
Plzensky kraj 172 6.48 20 152
Kralovéhradecky kraj 171 6.44 19 152
Kraj Vysocina 130 4.90 10 120
Liberecky kraj 101 3.80 19 82

In total 2,654 100.0 368 2,286

4.2. Social Media Reach and Interactions

Overall number of social media reach in all sampled regions was 616,369 views. On the contrary
to the previous results in individual regions, the social media reach can importantly differ from overall
number of mentions. The highest social media reach was recorded in Liberec and Zlin regions with
more than 150 thousand of users who have viewed the region’s brand. On the other side, there are five
regions where the social media reach is lower than 10 thousand of views: South Bohemian (Jihocesky),
Plzen, Pardubice, Olomouc and Vysocina.

The highest number of interactions was found in case of Liberec (472) and Usti nad Labem (340)
region. On the other hand, very low number of interactions existed in case Hradec Kralové
(Kralovéhradecky) (44), Plzen (37), Vysocina (31) and Olomouc (17) region. Much higher percentage
of interactions is made by likes (91.1 %) in comparison to shares (9.9 %).

More detailed data about social media reach and interaction are available in Table 4.

Table 4. Word of mouth about brands of regions.

Social media

Region’s official name Interactions Shares Likes
reach
Liberecky kraj 157,000 472 36 435
Zlinsky kraj 156,000 240 25 213
Ustecky kraj 105,000 340 36 285
Jihomoravsky kraj 87,280 128 19 107
Moravskoslezsky kraj 38,267 97 3 91
Karlovarsky kraj 30,114 383 57 324
Kralovéhradecky kraj 18,036 44 0 44
Stfedocesky kraj 12,900 495 42 453
Jihocesky kraj 9,794 57 5 47
Plzenisky kraj 7,038 37 1 32
Pardubicky kraj 3,420 150 7 116
Olomoucky kraj 2,213 17 0 17
Kraj Vysocina 2,207 31 2 29
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In total 616,369 1,996 191 1,740

4.3. Sentiment of Brand

The overall sentiment of all brands in sampled regions was slightly positive and reached ratio of
1.11, where the positive vs negative sentiment is measured. Significantly higher sentiment ratio for the
brand was found in Plzen (5.83) and Hradec Kralové (Kralovéhradecky) (4.33) region. Negative
sentiment of region’s brand was recorded in five following regions: South Moravian (Jihomoravsky)
(0.83), Pardubice (0.65), Olomouc (0.62), Zlin (0.55), and Liberec (0.38) region.

More detailed data about social media reach and interaction are available in Table 5.

Table 5. Word of mouth about brands of regions.

Positive Negative Sentiment Ratio
Region’s official name sentiment sentiment (positive vs.
Abs. Rel. Abs. Rel. negative)
Plzensky kraj 35 12.28 6 2.34 5.83
Kralovéhradecky kraj 26 9.12 6 2.34 4.33
Moravskoslezsky kraj 23 8.07 9 3.52 2.56
Karlovarsky kraj 23 8.07 11 4.30 2.09
Jihocesky kraj 14 491 9 3.52 1.56
Ustecky kraj 46 16.14 32 12.50 1.44
Stfedocesky kraj 14 491 12 4.69 1.17
Kraj Vysocina 10 3.51 9 3.52 1.11
Jihomoravsky kraj 20 7.02 24 9.38 0.83
Pardubicky kraj 26 9.12 40 15.63 0.65
Olomoucky kraj 39 13.68 63 24.61 0.62
Zlinsky kraj 17 5.96 31 12.11 0.55
Liberecky kraj 6 2.11 16 6.25 0.38
In total 285 100.0 256 100.0 1.11

5. Discussion

The findings showed some interesting insights in the understanding of brand awareness and
brand sentiment in individual regions of the Czech Republic.

(1) At first, the results showed that media mentions are still more present in the environment of
traditional online tools as websites of the region itself, websites inter-connected with the region, local
daily and weekly news, or communication of the police stations and social media do not play a
significant role in the overall mentions about the brand, yet. (2) At second, the significant differences
in approach to online marketing exist in individual regions. For example, the Liberec region, which
recorded the lowest number of overall online mentions at the same time received the highest social
media reach. Which can mean that the marketing or public relations managers focus rather on social
media activities than website oriented online communication. (3) At third, there were also found high
differences in sentiment associated with the region’s brand. While there are two regions with highly
positive sentiment and two other with moderate positive, there are also five regions with negative
sentiment. In this case, the Liberec region is interesting example, because despite of very high social
media reach, the region received the most negative sentiment of the brand. Such negative connotations
can be considered as a danger for current political representation of the region.

From the general perspective, an inspiration of business sector practice in the field of online
reputation management, can be useful. In this comparison, the regional office governing the entire
region would correspond to a large-scale business entity with high number of employees and huge
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number of customers. The research of Kantorova and Bachmann (2018) showed that such large
business companies pay high attention to “strategic approach to online community management and
also making their own online communities”. Regional authorities should therefore integrate such
approach, at least to a limited extent, into their management practice.

6. Conclusion and Managerial Implications

This study has brought a new knowledge in the field of region’s brand awareness of the region’s
citizens who communicate online with the region. Also, it examined engagement of citizens by this
brand and the sentiment of communication which is associated with the brand.

Moreover, the study findings reveal several implications to public marketing managers of the
regions. Nowadays, the managers should be familiar with the necessity to regularly monitor the
brand’s awareness, reach, and sentiment because it can be done easily and with high exactness with
the use of relevant software. Also, they should deal with the content analysis of citizen’s comments
generating highly positive or highly negative sentiment of the brand mentions in online environment.
At the same time, they should be prepared to influence and modify such positive or negative content
by providing a proper and in-time online communication.
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Abstract: The aim of the study is to present the concept of facility management in real estate
management. The article attempts to define the concept of facility management, a historical outline,
the most important assumptions and the standardization process in Poland and in the world. The
authors presented the activities of the facility manager in relation to the actions of the property
manager - what distinguishes them, what activities fall within the scope of their work, in what context
we can analyse them and what features should stand out. The analysis presents changes that occur
on the real estate market in Poland in relation to the requirements of owners and users in relation to
the space occupied. The conclusion is that the ongoing, dynamic changes resulting from Poland’s
pursuit (in the footsteps of other European countries) to the development of service society will
increase the demand for services in the field of facility management.

Keywords: real estate management; facility management; real estate maintenance; real estate market

JEL Classification: R31; R39; L85

1. Introduction

Real estate along with the entire infrastructure, and above all, users of these properties require a
special form of management. Real estate management is not only about issues related to technical and
operational inspections of devices or fire safety, but also to the needs of people residing and working in
a building in terms of facilities related to its use. The growing market of construction products and
technologies connected with real estate causes that modern facilities require special knowledge from the
person dealing with their management. Also entities existing on the market and investing in the rental
market expect top-level service ensuring a return on invested capital and user satisfaction. Relations
between property management and facility management are also often discussed, as well as their
relationship with business strategy (Atkin and Brooks 2015).

Therefore, the purpose of the article is to indicate the difference between property management and
management of facilities and activities that differentiate them. The authors also attempted to indicate the
direction of Facility Management development in Poland.

The article is the result of analysis conducted by the authors of previous literature and their
publication (Bartkowiak and Goérska 2019; Bartkowiak and Gérska 2020).

2. The Development of the Concept of Facility Management

The concept of Facility Management appeared in the mid-1970s, when office furniture
manufacturers in the United States said that in the situation of existing, competitive market
competition, the use of products is optimally dependent on the links between facilities, that is,
furniture features and productivity of people who are their users (Pruszkowski 2009).

Today, facility management is a concept known and used not only on the international market,
but also in Poland. The interdisciplinary nature of the activity has also caused that its statutory
regulation is difficult, but measures are being taken to set standards and certification. (Dessoulavy-
Sliwinski and Gabryelczyk 2016) For this reason, the International Facility Management Association
defines Facility Management as a profession covering many disciplines to ensure the functionality,

36


mailto:piotr.bartkowiak@ue.poznan.pl

comfort, safety and efficiency of the developed environment by integrating people, places, processes
and technologies. (IFMA).

In Poland the facility manager’s activity has not been regulated by law, however the norm EN-
15221 published in 2012 by the European Committee for Standardization had an impact on the
introduction by the Polish Standardization Committee of PN-EN 15221-1:2012P, which defines Facility
Management as management actions aimed at “integrating processes within the organization as well
as providing and developing agreed services that support and increase the effectiveness of the
organization’s core activities.” (Standard Facility Management PN-EN 15221 2015) The norm referred
to the essence of Facility Management by formulating its main assumptions and elements concerning
(Forys 2014):

1. Terms and definitions - provisions regarding standardization of concepts and understanding of
the scope of Facility Management, in order to support the relationship between the client and the
service provider in Facility Management

2. Guidelines for the preparation of Facility Management agreements - defining provisions related
to agreements and contracts in Facility Management, as well as the liability of both parties and
the scope and level of services performed

3. Quality management - guidelines for measuring quality, but also improving it and achieving the
best results

4. Taxonomy, classification and structures in infrastructure management - the concept of classifying
products, as well as linking individual elements and structures in infrastructure management

5. Process approach - guidelines related to the development and improvement of processes that
support basic processes

6. Surface measurement - definition of common standards for measuring surfaces in buildings and
outside buildings, as well as definitions, terms and methods for measuring space and volume in
buildings

7. Benchmarking - definition of deadlines, definitions, but also benchmarking methods. Basics
defining quality, service performance and satisfaction

Starting from 2017, further parts of the international Facility Management (ISO) standard have
been published as a result of the work of the International Committee for Standardization.

The market of Facility Management is a relatively young market in Poland, and the approaches
and understanding of the services offered are different, therefore the process of normalization of
concepts and activities in the area of Facility Management will be an important tool to support
communication when determining the terms of cooperation.

Thus, it should be emphasized that the activities of the facility manager are primarily to support
and improve the efficiency of the organization’s basic activities. Therefore, its activities are aimed at
improving the quality of basic services. However, the division of activities related to the basic and
auxiliary activities, as well as the scope of services and their implementation are determined between
the supplier and the client. it according to art.

3. Facility Management in the Context of Property Management

Real estate management is in accordance with article 184b of the Act of 21 August 1997 on Real
Estate Management “making decisions and activities aimed at ensuring rational property
management, in particular:

e Proper economic and financial economy of real estate

e Safety of use and proper use of real estate

e Proper energy management within the meaning of energy law regulations

e Day-to-day real estate administration

e Maintaining the real estate in a non-deteriorated condition in accordance with its intended use
e Reasonable investment in real estate.” (Act. on Real Estate Management of 21 August 1997)
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Therefore, property management is perceived as a process of traditional building administration,
where the main activities of the manager are focused on the building and its functioning. However,
consideration should be given to the level of effectiveness of these activities. Professor Ewa Kucharska-
Stasiak (2006) defines real estate management in a narrower and wider approach. The narrower
approach to real estate management is identified with administration - maintenance and maintenance
of real estate, covering operating costs and preventing rent arrears. The wider approach perceives real
estate management as a process of creating visions and goals, both short- and long-term, in the
prevailing market environment. Management is not only administrative tasks, but also activities aimed
at increasing the value of the real estate. The second part of the definition shows the desirability of
using the Facility Management concept in real estate management as management of facilities.
Progress in both construction technology and equipment used in buildings, as well as the changing
expectations of both owners, investors and users of facilities has resulted in the evolution of the
perception of property management. Today, the property is not only a building, but mainly users and
facilities offered in connection with the operation of real estate:

¢ in the case of residential buildings - residential purposes for running a household, leisure, family
atmosphere or raising children

e in the case of commercial real estate - support, and even relieving both the users and the owner
from the need to take care of spatial, technical and financial issues arising from the space occupied
or rented (Pruszkowski 2009)

One of the basic problems associated with real estate management is the lack of a specific mission
for real estate, and even the lack of strategies and goals. Many people dealing with real estate limit
their operation to the activities required of them by law and so-called “extinguishing fires”, which
usually generates higher costs than preventive actions. Both the facility manager and the administrator
who is trying to act in accordance with the Facility Management concept should define the strategy of
action and then take actions related to its implementation and accomplishment. This concept means
that property management includes not only building management, but also strategic management in
the context of external factors that affect the property.

Strategic management is one of the most important aspects of Facility Management and refers to
the elements of planning and then implementation and control of the adopted strategy taking into
account the life cycle of real estate as well as the costs and benefits resulting from its
implementation.This section is usually divided by subheadings. It should provide a concise and
precise description of the results, their interpretation as well as the experimental conclusions that can
be drawn. Include all the evidence needed to answer the questions/hypotheses you investigated.
Present the results in a sequence that will logically support (or provide evidence against) your
hypothesis, or answer your scientific question stated in the Introduction.

Facility manager is responsible for adjusting real estate management strategies to the property
life cycle, where:

e The facility is adapted to the needs of users in the first phase, removing minor defects and errors
created at the design or construction stage. In this phase, no investment activities are undertaken
as this is a new facility

e Activities related to the exchange of selected technical equipment or systems for newer ones are
carried out in order to optimize the renovation management and rationalization of costs as well as
to meet the expectations of users

e Requires specific financial outlays resulting from the adaptation of the property to changes in the
market environment and changing market standards

Another factor that the facility manager takes into account when defining the strategy are
property maintenance costs. The ideal situation would be to apply the Facility Management concept
already at the design and construction stage of the facility, which would allow the use of equipment
and installations that would allow to achieve significant efficiency in the operation of the facility
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without the need for repairs and changes in the future. However, if this option is not taken into
account, the activities of the facility manager include the identification of costs (target amount of rent
and other charges from tenants), categorization of costs (goal being optimization of costs and
resources), and in the case of investments in the investment efficiency calculation (goal is to optimize
the total costs associated with devices or installations). An additional advantage of the investment is
to gain an advantage over the competition by offering users a more modern technology used in the
building. The last stage, including reduction and rationalization of costs, is the coordination of costs
and technological solutions (especially in intelligent buildings) in order to achieve their optimal level
and synergy effect (Sliwiniski and Sliwiriski 2006).

Both the applied management strategy and activities related to the reduction of costs contribute
to the increase in the value of real estate. The value of the real estate is not constant throughout the life
cycle of the property - it changes along with the way the object is used and maintained. Therefore,
active activities in the field of cost rationalization, adjustment of the building’s function to market
requirements and facilities for real estate users and the search for possible sources of income cause an
increase in income from real estate, and thus an increase in its value.

In relation to operational factors, the activities within Facility Management can be divided into
three groups:

e economic and financial - financial issues and planned investments

e technical - building management and real estate devices and installations

e infrastructure - additional services provided to real estate users (Dessoulavy-Sliwiriski and
Gabryelczyk 2016)

Economic and financial activities are activities related to relieving both the owner and users from
the need to develop a property development plan, control budgets, carry out controls of concluded
agreements and payments related to real estate and all financial activities. It should also be emphasized
that as a result of the evolution of property management, the management of leases characterized by
specialization related to a specific type of real estate was identified, including the scope of tenant-
oriented marketing, property development focused on property rental, financial and insurance
institutions supporting business activity, rental and evolution of the tenant status, which is not
perceived as a “tenant” and “periodic owner” (Pruszkowski 2009).

Technical activities include operations related to building management from the level of devices
installed in the facility and attempts to integrate them into one system that supports the entire facility,
i.e. an intelligent home. Such buildings are modern objects (not only in terms of architecture and
construction, but also in terms of equipment in installations), which are distinguished by features such
as: comfort, safety, functionality, aesthetics and savings in operation. The “intelligence” of objects is
demonstrated by modern technology that allows control of any installations (heating, lighting, air
conditioning, ventilation) depending on the ambient conditions and the selected program. This allows
you to optimize the reduction of heating, cooling and electricity consumption by up to several dozen
percent. However, it requires coordinating all systems in one place.

From the management point of view Facility Management can be considered from the three
aspects:

e object - building, construction, but also a production complex with network technical devices

e amenities - activities aimed at supporting basic processes in the organization by creating a
comfortable working atmosphere and supporting people in performing their basic duties

e technological innovations - introducing changes and innovations in facilities and devices
(Dessoulavy-Sliwinski and Gabryelczyk 2016; Sroka and Meyer 2019).

It is the management of amenities (or facilities) that is what distinguishes Facility Management
from basic property management. Amenities are in other words all activities that allow you to achieve
the desired level of functionality, quality, health, safety or minimizing costs. (Sliwiriski and Sliwiriski
2006) Therefore, the task of the facility manager is to create such facilities that meet the expectations of
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the owner and users at the same time, taking into account the conditions and functional capabilities of
the property. All activities performed as part of Facility Management can be carried out by the facility
managers independently, while in the case of some of them (e.g., economic service, protection of
facilities or cleaning) induce facility managers to use the outsourcing of services. The advantage of
outsourcing is lower costs, the use of knowledge and skills of an external company, higher quality,
and sometimes also the physical inability to provide services by the facility manager or his company.

The formulated scope of tasks carried out in this way leads to the fact that the facility manager
person should be distinguished by a number of competences, which were defined by the International
Facility Management Association in order to grant the Certified Facility Manager certificate. Based on
research conducted in over 60 countries, the key competences of the facility manager include the
following capabilities:

1. Leadership and strategic

Using new concepts of real estate management, including social responsibility and sustainable
development

Interpersonal

Technical and technological

Innovative

Designing

Taking into account the risk

Interpersonal communication (IFMA)

® NG

The competences presented emphasize that in addition to activities related to technical
maintenance of the building and administration, what is also important is management skills which
focus on real estate users and their needs as well as the needs of other stakeholders.

4. Directions of Facility Management Development in Poland

“Facility management has evolved from a strategically irrelevant business task to a highly
professionalised sector, which is worth billions in many countries.” This sector includes, among others:
office buildings, banks, financial institutions, trade, shopping centers, production buildings,
production halls, warehouses, hospitals, clinics, social institutions, public administration, military,
schools, universities, public buildings, conference centers, museums, hotels, etc. (Stickelberger and
Erdpresser 2018). The intense development of the real estate market in Poland in recent years and the
growing interest of foreign investors meant that many multinational corporations that expect high
quality of services have appeared on the real estate market (especially commercial). (Forys 2006)
Therefore, it is necessary to apply international Facility Management standards in real estate
management. Requirements for administrators are growing, and the range of services they offer is
expanding.

As a result, more and more people are employed in the services sector, and real estate is
increasingly the most important property asset of companies. At the same time, expenses related to
the management of these assets and investment expenditures increase (Sliwirski and Sliwirski 2006;
Jaworek, Karaszewski, and Szatucka 2018).

The changes taking place on the property management services market have changed the
perception of the property manager (especially in case of modern commercial buildings) and its
services. Services offered on the market include more and more elements. Therefore, the legal
functions of the manager are now not only to familiarize with lease agreements and verify their entries,
but also to conclude contracts with tenants, which are usually the result of long-term negotiations, and
the way they are constructed should not raise any doubts in the future when enforcing their provisions.
The manager becomes the intermediary between the owner and the developer and the enforcer of the
rights to complete the investment. It is also responsible for debt collection to ensure financial liquidity
for property owners. Technical activities do not only include compliance with the law, but also
activities related to improving the technical efficiency of the building, coordinating the work of all
devices on the site and increasingly certification of buildings in accordance with the Green Building
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idea, e.g. LEED, BREAM certificates. Property owners also expect that in the process of arranging or
modernizing the building, the facility manager will coordinate the works performed on the site so that
they do not hinder the activity of other users, they are in line with, among others, with fire regulations,
health and safety, and will consult problems related to the implementation of individual stages. Not
only the owner, but also the users require that the costs related to the maintenance of the property be
minimized and the financial resources possessed are rationally spent. In its financial and economic
activities the facility manager should strive to increase real estate income by looking for additional
sources of profit and sources of investment financing for real estate (Najbar 2013).

Competition on the market, as well as an increase in the requirements of property owners, means
that it is necessary to offer more and more services. Moreover, deregulation of the property manager’s
profession in 2014 caused an increase in the number of professional organizations and associations
related to the profession of the manager, which may have a significant impact on the development of
the real estate market. On the basis of this, it can be stated that the market of real estate management
services in Poland is changing rapidly, which in turn leads to an increase in the importance of Facility
Management mainly in large cities, where modern, “smart” facilities and shopping centres are
emerging that require focus on searching for the best real estate management conditions and achieving
the assumed goals related to the organization (Forys$ 2014). Transparency Market Research reports
“that the Polish facilities management market has excellent growth prospects in the next few years.
The market is expected to exhibit a healthy 9.7% CAGR from 2016 to 2024, owing to which, the market,
which held an opportunity of US$14.34 bn in 2015, is expected to rise to US$32.62 bn by 2024”
(Transparency Market Research 2020). It is important to involve the facility manager person already
at the stage of project creation, where it may have an impact on making optimal decisions in the field
of building architecture, construction technology, equipping with equipment, and then participation
in acceptance and training of facilities thanks to which an object with the best adaptation to people
working in it will be created, taking into account both functionality, interior arrangement,
organizational and economic issues.

5. Conclusions

The economic and technological development as well as the increase in foreign investments mean
that complex management of facilities will develop dynamically. The factors that affect this are, firstly,
investors and foreign funds that are eager to invest on the Polish market. They expect the real estate
to bring profits. Therefore, a narrow view of property management focused on administrative
activities and daily maintenance of the object is not enough. They expect to develop strategies and
activities aimed at minimizing and rationalizing costs. On the other hand, the growing possibility of
real estate related to modern technology, interior finishing, external companies with services that can
be used and growing competition among managers means that using the services of people who have
the knowledge and skills to use this potential is desirable on the market.

Facility Management is primarily interpersonal relations, the ability to coordinate activities and
professional knowledge of real estate. The current main challenge facing organizations associated with
Facility Management is to educate young people on the best practices in Facility Management.

The Polish market of Facility Management, despite the fact that it is dynamically developing,
occurs mainly in large cities, and even there, not all owners and investors on the market are aware of
the benefits of employing a facility manager. However, we anticipate that with the constant
development of the market and the expectations of users, the activities of property managers will be
increasingly performed in accordance with the Facility Management concept.
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Abstract. Food industry is currently introducing fully automated production, similar to automotive
industry for example. The food processing is a traditional part of processing industry of the Czech
Republic, mostly due to the strategic nutritional needs of the population with the requirements for
food quantity and quality. Information and communication technologies are today's phenomenon. It
is a field developing highly dynamically and the development of the technologies is related to
noticeable changes to the functioning of the post-modern society. The aim of the paper is to discuss
the use of information technologies in the food industry in the Czech Republic with a focus on
different parts of information systems. Using Mann-Whitney U-test and Person X”2 test, different
characteristics were tested for a sample of 52 enterprises. The results for example did not confirm the
research of the Czech Statistical Office from 2018, saying that ICT (information and communication
technologies) outsourcing is mostly used by large and middle-sized enterprises.

Keywords: food industry; ICT; outsourcing; ERP; CRM; Czech Republic
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1. Literature Review

By Adamczewski (2016), information and communication technology are a key part of the world
economy and social changes. ICT industry keeps increasing its trend share and it is an important factor
of the global economic efficiency; different ICT solutions are the basis for entry into the development
phase known as the information society in the case of modern organizations for which the advanced
structure of ICT is a prerequisite for their effective management.

In the corporate sector, globalization is manifested primarily by the growth of multinational
corporations and ICT with the ability to build large corporate networks, connecting the enterprises
with the help of the Internet in the framework of global corporations. With the introduction of new
technologies, enterprise information systems are created, connecting subsidiaries into international
corporations, in many areas such as logistics, strategic purchasing of materials, building their own
sales channels and management accounting (Volek et al. 2015).

Gala (2006) says that business informatics should primarily respond to business needs. It must
provide the results and effects significant for the company on the market and at the same time
adequate in relation to the investments made in it. To do so, it is important that IT specialists and
qualified users accurately formulate their requirements, define their content, and work together on
organizational, operational, and other business informatics elements. Informatics has become a
common part of economic and business transactions, analyses, marketing and manufacturing
technologies. The most important part of the current developments in informatics is related to its
gradual integration into various business areas and everyday human activities. With a view to a
qualified assessment of the level of enterprise informatics, it is necessary to define the basic demands
on performance and its quality that it should bring to businesses.

Food production is a traditional part of processing industry of the Czech Republic, mostly due to
the strategic nutritional needs of the population with the requirements for food quantity and quality
(Puticova and Mezera 2008). By CZ-NACE, food industry is classified as section 10, further divided
into nine sub-sections.
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Figure 1 shows the share of each subgroup on the whole section, in percentages by revenue. The
food industry is currently trying to produce fully automated production, similar to, for example,
automotive production. However, there are some major differences.

Processing and preserving of meat and production of meat... )J!l%
Processing and preserving of fish, crustaceans and molluscs
Processing and preserving of fruit and vegetables
Manufacture of vegetable and animal oils and fats
Manufacture of dairy products

Manufacture of grain mill products, starches and starch products

Manufacture of bakery and farinaceous products

Manufacture of other food products

Manufacture of prepared animal feeds

0% 5% 10% 15% 20% 25%
Figure 1. Sub-group shares in Section 10 by revenue. (Mezera, Plasil, and Naglova 2018)

The issue, related to automation in the enterprises, is the complexity of information systems. The
information system in the food industry must ensure not only the traceability of "components"”, but
also monitor expiration, sample storage, batching, environmental monitoring and compliance with
HACCP (Vokoun et al. 2015). Often, the enterprises are forced to install additional support information
systems to ensure activity management and reliable operation.

In relation to ICT, 79.6% of the enterprises are equipped with an internal computer network and
nearly 100% of the enterprises have Internet access. Manufacturing is a leader in robotics and 0.9% of
employees are IT professionals. Bartos (2017) notices that there are issues in the food industry
enterprises in relation to Industry 4.0. In this case, as production lines should decide to start work, and
be able to check the availability of raw materials for the product, the problem is that the raw materials
in the food industry are often either free-flowing loose or liquid, and are very difficult to be provided
with RFID chips (Kunal et al. 2009). Such problem is often solved by using containers provided with
the chips easily (Ruiz-Garcia et al. 2018)

Another issue might be related to the equipment used in an enterprise. Often, the desired
intelligent communication between an enterprise information system and production technology does
not occur automatically, as currently used technologies often do not allow communication interfaces
and need to be equipped with external sensors to provide information bridging technologies and
enterprise information systems.

By Digital Development (2017), ICT include all technologies used to deal with information and
communication. A similar term, IT (information technology) was complemented by an element of
communication, given the ability of computers and other devices to communicate through a network.

With the development of such networks, the telecommunications infrastructure was digitized; at
present, the difference between telecommunications and the Internet is primarily in the requirements
for speed and reliability of data delivery. Technological progress is seen as a driver for economic
growth and job creation, ICT transforms many aspects of world economies, governments and societies,
even in developing countries, where public officials, citizens and businesses can leverage the
transformational power of ICT to deliver more efficient services, support economic growth and
strengthen social relations.

From the perspective of information system components, ERP (Enterprise Resource Planning)
applications of manufacturing and trading enterprises are the most important part of enterprise
informatics. They provide the enterprise with resource records, sales, purchases, and more. In addition
to ERP applications, there is a number of other applications, known as Business Intelligence,
implemented, significantly affecting the performance and efficiency of information systems (Duan and
XU 2012). By Novotny, Pour, and Slansky (2005), Business Intelligence components include Executive
Information Systems (EIS) that create their own multidimensional layer through which users access
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the requested data. These are applications that incorporate all the most important data sources of the
system relevant to the organization as a whole, they are analytical and presentation tools (Zadeh et al.
2018). These applications are designed with a view to future users — the managers who often do not
have the knowledge of IT, this is what distinguishes these applications from other business intelligence
tools. With the development of Internet infrastructure - ICT in general, individual information systems
are interconnected with those of other businesses and business partners. These communications and
collaborative ties have given rise to a group of e-Business applications, including e-commerce, supply,
supply chain management, and mobile trading. The external part of the information systems consists
of customer relationship management (CRM) applications that include business contact analysis,
evidence, customer communication management, and the like (Hajiha et al. 2011). These parts of the
IS can be used in as separate units - software, and as integrated parts of a complex IS, referred to as
ERP IL

2. Methods

The aim of the paper is to describe the use of ICT in the food industry in the Czech Republic with
a focus on different parts of information systems and outsourcing.

The sample consists of 52 enterprises of food industry. Data collection took place in 2017-2018
using a questionnaire survey, where twenty questions were used (using closed, dichotomous and scale
question types). The overall return on the questionnaires was approximately 3.8% of the more than
1,300 businesses addressed, where the selection was based on the sub-groups of the food industry
listed in Section 10 (see Figure 1).

The data were analyzed and an analysis of the current status of enterprises in the area of ICT was
performed using statistical methods. Both descriptive statistics and three statistical tests (Mann-
Whitney U-test and Pearson's X"*2) were used to analyze the current state. For a comprehensive
analysis of the data, the results were in many cases compared with current research in the Czech
Republic and abroad. Based on the mentioned researches, there were always formulated zero and
alternative hypotheses. Regarding the description of the sample, there were 58% of small enterprises
(<50 employees), 27% of middle-sized enterprises (<250) and 15% of large enterprises (>250
employees). The average number of employees in sample enterprises amounted to 156. In the
classification of enterprises, depending on the type of market in which the business is located, a total
of 23% consists of business to government markets. The largest group of enterprises (81%) is in
business to consumer markets. The last group surveyed (50%) consists of businesses operating in
business-to-business markets; however, the groups are intertwined as one enterprise can operate in
multiple markets.

3. Results

At first, the relation of using information systems and the size of the enterprise was tested, Null
hypothesis of non-existence of the difference between the number of employees of the enterprises
using the information system and the number of employees not using it was tested by the Mann-
Whitney U-test. In the sample, 83% of the enterprises use the information system, and the remaining
17% do not. All medium-sized and large enterprises use it. HO was rejected at a significance level of
0.05, in favour of HA: the enterprises using the information system have more employees; and the
resulting p-value was rather close to zero (0.001).

Table 1. Pearson X"2 test — area of activity — different IS.

IS X"2 df p-value HO
SAP 17.85859 df=1 p=.00002 rejected
Karat .0049256 df=1 p=94405  not rejected
Pohoda .9083779 df=1 p=34055  not rejected
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In relation to the use of information systems, the participants were asked which system they use.
The results show that the most common information systems in the food industry include SAP (15%),
Karat (12%) and Pohoda (8%). Byznys, Edison, HELIOS, Ports, K2, Origis IT, SOFIX and Twist Inspore
are used too, their share in the sample ranges between 4-6%. A total of 23% of the sample do not use a
specific information system or do not use it at all.

Using the Pearson test, the relationship between the areas of competence of the enterprises (CR,
Abroad) and the above-mentioned most frequently used information systems was tested. The
prerequisite is that the enterprises using these systems operate also outside the Czech Republic
because of the frequency of use of these information systems and the availability of language versions
of these three information systems.

As revealed by the table above, null hypothesis was rejected in the enterprises using SAP on the
basis of available data in favour of the alternative hypothesis assuming the dependence of both
variables, at the significance level of o = 0.05. In the case of users of the Karat and Pohoda systems, the
level of significance failed to demonstrate the dependence proving the relation of the system and
business areas.

Another part of the research was focused on components of information systems, which are used
as standard in business practice. The figure below expresses the percentage representation as used by
the food industry enterprises.

45% 42%

40%

35%

30% 7%

25%

20%

15%

23%
15%
15% 5%
10%
5% I
0%

Management CAD/CAM  Automated Document Knowledge Mobile
information office system management management computing
system system system system

Figure 2. Data distribution - IS parts.

As seen from the figure above, a total of 42% of enterprises use a management information system,
27% of enterprises use a mobile computing system. CAD/CAM (Computer aided
design/manufacturing) programs are the least used.

Surprisingly, despite the characteristics and the very nature of these programs - with regard to
the food industry - this possibility has been reduced by only two percentage points less than, for
example, the document management system. Mobile computing system was the second most common
answer to the question “Which parts of the information system does your enterprise use daily?”,
answered by 27% of the participants.

The Czech Statistical Office also addressed the expansion of mobile computing systems and the
use of portable devices with Internet access. Its data show that the number of enterprises using
portable Internet-enabled devices has risen by 27% in six years. In terms of the use of ICT, it is equally
important that the number of employees using these facilities grew adequately over the same time
period by 11%.

Furthermore, the Czech Statistical Office's research showed that 82.7% of enterprises, excluding
micro-enterprises, use portable devices with Internet access. If we focus on manufacturing, including
food industry, the use of portable devices is lower by only 0.6% than the above figure for all the
enterprises in the Czech Republic (expressed as a share of the total number of the enterprises in the
sector).
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Based on the research of the authors, time analysis and research of the Czech Statistical Office,
growth in the use of mobile devices with Internet access is expected, and thus the increased use of
mobile computing systems in the processing industry. Furthermore, data from the Czech Statistical
Office (abbreviated as CZSO) showed that mobile devices with Internet access are more likely to be
used by employees of the small enterprises (30%) than medium-sized and large (25%).

Table 2. Mann - Whitney U test — business area — different IS.

Number Sum of Sum of

of orders orders U V4 p-value HO
employees No Yes
Small 356,0000 109,0000 56,00000 -0.803638 0.421607 NOt_
rejected
Medium= g4 00000 7,000000 4,000000 1369306 0170904 O
sized rejected
Large 11,00000 25,00000 4,000000 0.500000 0.500000 NOt-
rejected

The assumption was set at the partial conclusion of the CZSO research for performing Mann -
Whitney U test.

HO — There is no difference in the number of enterprises using mobile devices with access to the
Internet and those that do not use them.

HA: The enterprises that use mobile devices with connectivity have more employees.

Based on the available data, the null hypothesis denying the difference in the number of

employees and the use of mobile devices with connectivity was not rejected in the group analysis at
the selected significance level. Thus, the conclusions of the CZSO comprehensive research were not
confirmed in the food industry.
Another part of the research was focused on outsourcing services related to ICT. 65% of our sample
companies use outsourcing to manage IT. The Czech Statistical Office's research in 2018 dealt with the
use of ICT in the business sector, and one of the findings of the research is the claim of using
outsourcing in ICT areas rather than medium-sized and large enterprises. The partial conclusion of the
research was established as the basis for the use of Mann-Whitney U-test.

Table 3. Mann - Whitney U test — enterprise size - outsourcing of ICT activities.

Sumof  Sum of
orders orders U Z p-value HO
No Yes

Not-

881,0000 497,0000 286,00000 0.37506 0.707311 .
rejected

HO: There is no difference between the number of employees in enterprises that use the
outsourcing of ICT-related activities and the number of employees that do not use it.

HA: Businesses that use outsourcing of ICT-related activities have more employees.
As shown in Table 3, the null hypothesis in favor of the alternative was not rejected at the selected
significance level a = 0.05. Unlike the above-mentioned research, it cannot be argued that outsourcing
companies in the food industry have more employees than businesses that do not.
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4. Conclusion

The data in the area of information systems show that IS is used in full by the medium-sized and
large enterprises. The small enterprises do not use information systems in 100% of cases, this claim
was also supported by statistical testing. The fact that not all small enterprises use IS is far from
surprising.

However, it is necessary to note that the information system is not software solution only as the
enterprises might think. The information system is not only a computer program, see the literature
review, and it is therefore likely that although a certain percentage of small enterprises in the
questionnaire said they did not use IS, they actually use a certain type of an information system. To
support such statement, there is a part of an electronic documentation added to some answers: “we
write orders manually, we don't have a code system in the stock, we do not post on Twitter and other
social media.”

If we focus on different information systems used by the enterprises, as seen by a large number
of IS used, the process of selecting a particular IS depends on personal preferences, economic
possibilities, required functions and other variables not investigated.

Regarding the parts of information systems, the management information system are used by
more companies than office systems. Although these components are closely linked, this is a positive
phenomenon, as the management information system is a more comprehensive component and
provides managers with important groundwork for future decision-making (Barthelemy 2004;
Heiskanen 2008).

In relation to mobile computing systems in general, there is a growing number of portable devices
with Internet access and their own computing system. However, today's digitalization is not an
unexpected phenomenon. Positively, the mobile devices are used by medium-sized and large food
enterprises, and also by small ones. Negatively can be viewed only 15% of the use of knowledge
management systems. Given the fact that more than half of the enterprises are not considered
knowledge-based businesses, the situation is all the more serious. The issue of outsourcing ICT-related
activities is more than current. The data obtained and the data of the EU countries indicate that
outsourcing is preferred to the employed IT specialists in the ICT field (Jalava and Pohjola 2011)

Surprisingly, this preference concerns businesses regardless of their size. In particular, food
industry SMEs should take steps towards competitiveness. In the area of outsourcing ICT-related
services, the enterprises should not rely on recruiting workers for information technology, but they
should use the services of existing ICT-based businesses, as the data available suggest that they are
faster, less costly and widely used (Ambramovsky 2006; Versteeg 2006).

In addition, the enterprise should seek to change the main IS component from the automated
office systems to management information systems that better match the characteristics of a
competitive businesses. Emphasis on ecology and social responsibility is not a question for the
enterprise but for their employees, who should contribute to sustainable development through their
daily activities.
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Abstract: The present paper focuses on the comparison of wage levels across OECD countries, the
research data coming from an official OECD website. The following eight variables are employed in
this study - the average wage, minimum wage, GDP per head, tertiary education attainment,
employment ratio, trade unions, labour productivity and inflation rate. The average wage represents
the main explained variable in regression and correlation analysis, the remaining seven variables
being used as potential explanatory ones. In order to compare living standards in different countries,
average and minimum wages as well as per capita GDP data were adjusted to relative purchasing
power parity. The principal objective was to identify which explanatory variables statistically
significantly affect the average wage. The analysis showed that only three of them — namely the
employment ratio, GDP per capita and labour productivity — have a significant effect at a 5%
statistical level. The regression hyperplane with a forward stepwise selection was applied. Nine
clusters of OECD countries were created based on both all the eight variables and four of them
selected in regression analysis (the average wage and three explanatory ones) with the aim to identify
the countries that coexist in the same cluster. Ward's method and Euclidean distance are utilized in
cluster analysis, the number of clusters being determined with the use of the Dunn index. The study
also aims at the prediction of the average wage by 2022, which was made via exponential smoothing
of time series.

Keywords: average wage; GDP per capita; purchasing power parity; regression analysis; cluster
analysis; time-series analysis

JEL Classification: D31; E24; I31

1. Introduction

Recent OECD statistics show that unemployment in member states has fallen to a record level,
employment rate exceeding the pre-crisis figures. Employment growth also affects disadvantaged
groups of the population such as older workers or mothers with children. A record number of
vacancies is registered in Japan, the Eurozone, the United States and Australia. Working poverty, on
the other hand, has further increased to 10.6% in the European Union, the poverty threshold being set
at a 60% level of the income median of the company. Wage growth, however, is slow, slower than
before the recession. At the end of 2017, it was only about half of the growth a decade ago when the
average nominal wage grew by 5.8% compared to today’s 3.2%. Wage stagnation affects the income of
low-paid workers more than that of high-paid ones.

Although all OECD member states are economically advanced, large wage differentials exist
between individual countries. For example, the average nominal gross monthly wage in Iceland is
more than 14.3 times higher than in Mexico. In the Czech Republic, it was CZK 31,109 in 2017, nine
member countries reporting the average gross monthly wage above CZK 100,000 according to OECD
statistics (conversion to CZK corresponding to the current exchange rate) — namely Switzerland (CHF
7,170), Iceland (ISK 741,976), Norway (NOK 48,139), Luxembourg (EUR 4,880), Denmark (DKK 34,459),
Australia (AUD 6,962), the Netherlands (EUR 4,242), Germany (EUR 4,121) and Belgium (EUR 3,944).
The average gross monthly wage did not reach CZK 25,000 only in six OECD states — Poland (PLN
4,131), Slovakia (EUR 952), Hungary (HUF 298,221), Latvia (EUR 909), Turkey (TRY 3,359) and Mexico
(MXN 9,850). However, the average wage figure does not correspond to that of a regular employee in
all OECD member countries since it is distorted by the wages of the best-paid employees. In the Czech
Republic, only about a third of employees earn average and high income, wage differences being
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among the lowest in OECD states, the highest ones being recorded in non-European countries in
particular.

The standard of living and its measurement has become the point of action and interests of many
national and international organizations. The present research focuses on the development of the
average annual gross wage in OECD member countries grouped by the location, history and the level
of development; see Table 1. The paper aims to describe wage developments in individual OECD
countries from the beginning of the century. For this purpose, the analysis of average gross annual
wage time series and predictions by 2022 were conducted. Also, the dependence of the explained
(dependent) variable (i.e. the average gross annual wage) on other labour market and living standard
indicators was verified. The specific objective of the study is to identify which of the seven potentially
explanatory (independent) variables influence the average gross annual wage, using regression and
correlation methods. Another goal is to create clusters of countries whose living standards are as close
as possible to one another in terms of all the eight variables analysed applying the multidimensional
method of cluster analysis. The main hypothesis predicts that clusters of countries that are the most
similar to each other correspond to the classification of all OECD member countries into individual
blocks as displayed in Table 1.

Table 1. Blocks of similar OECD countries (incl. international codes).

Block
Continental Scandinavian Anglo-Saxon South-European Baltic
1. Austria (AUT) 1. Denmark (DNK) 1. Ireland (IRL) 1. Greece (GRC) 1. Estonia (EST)
2. Belgium (BEL) 2. Finland (FIN) 2. United Kingdom (GBR) 2. Italy (ITA) 2. Latvia (LVA)
3. France (FRA) 3. Norway (NOR) 3. Portugal (PRT) 3. Lithuania (LTU)
4. Germany (DEU) 4. Sweden (SWE) 4. Spain (ESP)
5. Luxembourg (LUX)
6. Netherlands (NLD)
7. Switzerland (CHE)
Block
Central-European North-Atlantic Advanced non-European Developing non-European
1. Czech Republic (CZE) 1. Iceland (ISL) 1. Australia (AUS) 1. Chile (CHL)
2. Hungary (HUN) 2. Canada (CAN) 2. Mexico (MEX)
3. Poland (POL) 3. Israel (ISR) 3. Turkey (TUR)
4. Slovak Republic (SVK) 4. Japan (JPN)
5. Slovenia (SVN) 5. New Zealand (NZL)

6. South Korea (KOR)
7. United States (USA)

2. Database

Data and variable names come from the official OECD website (see stats.oecd.org), the present
analysis covering all the member countries. The eight variables are used, indicated in shortened forms
in the text. The average annual gross wage — average wage — in 2017 constant prices in USD after
conversion to purchasing power parity (PPP) is the main research variable, the study focusing on its
development over the period 2000-2017. The other seven variables based on the 2017 data are as
follows: real annual minimum wage in USD after the PPP adjustment — minimum wage; gross
domestic product per head in USD PPP (expenditure approach) — GDP per capita; share of the
population (in %) between 25 and 64 years of age with completed tertiary education - tertiary
education; annual employment ratio (in %) of the population between 15 and 64 years — employment
ratio; annual trade union density (in %) — trade unions; labour productivity measured by GDP per
hour worked in USD PPP - labour productivity, and consumer price indices (CPI) representing change
in 2017 from the previous year (in %) — inflation. (Minimum wage legislation not being enacted in some
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countries — namely Austria, Denmark, Finland, Italy, Norway, Sweden and Switzerland -, the
minimum wage is then considered as zero.)

The data include employees in both business and non-business sectors of the economy. The wage
is paid to an employee for work done in the private corporate (business) sphere, while the salary is
earned in the state budgetary (non-business) sector. Within the present study, both wages and salaries
are under the umbrella term of “wage”. Data were processed using SAS and Statgraphics software
packages and Microsoft Excel spreadsheet. Table 1 shows the division of all 36 OECD member
countries into nine blocks according to their location, history and the level of development. (Country
codes are taken from the website of the Ministry of the Interior of the Czech Republic.)

There are the following nine groups of OECD member states: Continental block of advanced
Western European countries; Scandinavian block; Anglo-Saxon block containing Ireland and the
United Kingdom; South-European block; Baltic block of three OECD countries that were formerly part
of the Soviet Union; Central-European block encompassing former socialist countries; North-Atlantic
block including only Iceland; Advanced non-European block and Developing non-European block of
the so-called newly industrialized countries.

3. Theory and Methodology

3.1 Regression and Correlation Analysis

The regression and correlation analysis of the 2017 data was performed; for details of this
approach, see, e.g. (Darlington and Hayes 2017). The average wage represents an explained
(dependent) variable, the remaining seven variables being used as potentially explanatory
(independent) variables. The normality of the distribution of the variables was verified both visually
and by conducting the Kolmogorov-Smirnov goodness-of-fit test, the chi-square test not being run
because of too small a number of observations. Figure 1 and Table 2 show the results of normality
verification for the average wage. Although the wage variable has mostly a lognormal distribution, i.e.
with positive skewness, the average wage variable has a symmetrical distribution, which provides
evidence in favour of a normal distribution; see Figure 1. P-value of 0.311443 in Table 2 indicates that
the hypothesis assuming the normality of the average wage distribution was not rejected at any (i.e.
5%, 1% or 10%) level of significance. The normality of the other variables was verified analogously.
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Figure 1. Results of visual verification of average wage variable.
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Table 2. Results of Kolmogorov-Smirnov goodness-of-fit test for average wage.

Goodness-of-fit tests for average wage

Chi-square test

Observed Expected
Lower limit Upper limit frequency frequency Chi-square
at or below 34,285.7 12 12.51 0.02
34,285.7 45,714.3 11 12.11 0.10
45,714.3 above 13 11.38 0.23

Insufficient data to conduct Chi-square test.

Estimated Kolmogorov statistic DPLUS = 0.160795
Estimated Kolmogorov statistic DMINUS = 0.0938418
Estimated overall statistic DN = 0.160795
Approximate P-value = 0.311443

The regression hyperplane with seven potentially explanatory variables having been considered,
stepwise regression with the forward selection method was used to determine the set of explanatory
variables that have a statistically significant effect on the explained variable; see Table 3. The backward
selection approach led to the same result. It is clear from the table that three explanatory variables were
inserted into the model, namely the employment ratio, GDP per capita and labour productivity. All
individual t-tests and total F-test are significant at the 5% level. The multiple determination coefficient
shows that about 80.43% of the variability of the observed average wage values was explained by the
selected regression hyperplane and the three explanatory variables. A Durbin-Watson statistic of
2.47733 lies in the interval (1.4; 2.6). Being close to 2, this value indicates that there is no problem with
autocorrelation. The matrix of double correlation coefficients for verification of the existence of serious
multicollinearity between the explanatory variables suggests that the absolute value of any of the
correlation coefficients does not exceed 0.5. This means that there is no problem with multicollinearity.
Figure 2 displays the residual plots corresponding to the model with the three selected explanatory
variables, the residues being considered as random. In addition to the visual assessment, the Glejser
test was undertaken, not showing any problems with heteroscedasticity.
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Figure 2. Residual plots.

3.2 Cluster Analysis

The basics of this multidimensional statistical method are explained, for example, by (Rencher
and Christensen 2012). Ward’s method and the Euclidean distance are the most widely used
techniques that are also employed in this cluster analysis of the 2017 data, performed separately for
both all the eight variables and only four of them, namely the average wage and the three explanatory
variables selected in the regression and correlation analysis.

In the Ward's method, which is one of the hierarchical clustering approaches, the procedure is not
based on the optimization of distances between clusters. The minimization of heterogeneity of clusters
is carried out according to an increase in the intra-cluster sum of squares of objects” deviations from
the centre (centroids) of the clusters. Ward's method tends to remove too small clusters, thus inclining
to form those of roughly the same size, which is a welcome feature for the clustering of the OECD
countries. As for the measurements of the distance and similarity of objects, the need to reinforce the
influence of variables is taken into account. Since there is no such need in this case — points with the
same distance from the centre lying on a circle —, the Euclidean distance was chosen.

Table 3. Results of linear regression analysis using stepwise regression and forward selection.

Multiple regression analysis

Dependent variable: Average wage

Parameter Estimate Standard error T-statistic P-value
CONSTANT -20,402.5 10,420.0 -1.95801 0.0490
Employment ratio 420.915 158.114 2.66209 0.0120
GDP per capita 0.393688 0.178743 2.20254 0.0349
Labour productivity ~— 317.248 148.38 2.13808 0.0402
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Analysis of variance

Source Sum of squares  DF Mean square F-ratio P-value
Model 4.84677E9 3 1.61559E9 43.83 0.0000
Residual ~ 1.17951E9 32 3.68597E7

Total 6.02628E9 35

R-squared = 80.4272%

R-squared (adjusted for d.f.) = 78.5923%
Standard error of est. = 6071.22

Mean absolute error = 4770.67
Durbin-Watson statistic = 2.47733
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Figure 3. Results of cluster analysis applied to all eight variables.

In cluster analysis, there are different methods and recommendations for determining the optimal
number of clusters. However, they do not justify any definitive conclusions because cluster analysis is
basically a reconnaissance approach, not a statistical test. Exposition and clarification of the resulting
hierarchical structure depend on the context. Theoretically, there are several possible approaches to
determining the best number of clusters possible. One of the validation indices is the well-established
Dunn index. It represents the ratio of the smallest inter-cluster distance to the largest one, the index
values ranging from zero to infinity, high ones indicating the optimal number of clusters. In the present
study, the Dunn index was also applied, nine clusters being determined as optimal; see Figures 3 and 4.
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Figure 4. Results of cluster analysis applied to four selected variables.

3.3 Time Series Analysis

The essence of time series analysis is described in detail in, e.g. (Brockwell and Davis 2002). In the
context of the trend development, exponential smoothing was done within the analysis of average
wage time series to predict the average wage over the next five years. Exponential smoothing is one of
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the adaptive approaches to modelling time series, using the weighted least squares method, with scales
exponentially decreasing towards the past. Its advantage lies in the fact that the latest observations
have the highest weights. Appropriate exponential smoothing was selected applying interpolation
criteria. Figures 5 and 8 present the results of Brown’s and Holt’s linear exponential smoothing,
respectively, as the most suitable approaches to the time series of the United States and Lithuania. In
the case of Holt's exponential smoothing, the statistical software automatically evaluates the most
advantageous combinations of equalization constants o and f3.

Figures 6 and 9 plot corresponding sample residual autocorrelation functions, Figures 7 and 10
illustrating sample residual partial autocorrelation functions. Brown’s and Holt’s linear exponential
smoothing is satisfactory, a non-systematic component not exhibiting autocorrelation. Durbin-Watson
statistics are close to 2, i.e. within the interval (1.4, 2.6). Random failures can be therefore considered
as independent.

Table 4 shows the quality of models created for the average wage in the United States and
Lithuania, based on which the prediction for the next five years was made. Annual time series for the
period 2000-2017 were shortened by m =5 observations, i.e. for the 20132017 period, predictions for
these five years being constructed using the appropriate exponential smoothing. Deviations between
the predicted and actual values were calculated as

A () =Pe() = Yo (1)

where Py(7) is the forecast of the monitored indicator at time ¢ of i time units forward (prediction
horizon) and yiis the real value of the predicted indicator at time ¢ +i. These deviations are called
predictive errors for a given time ¢ and the prediction horizon i; see Table 4. If A«7) <0, this is the so-
called undervalued prediction, and if, on the other hand, At(7) > 0, an overvalued prediction occurs.

The Theil mismatch coefficient (Theil index II) is a frequently used measure of the variability of
relative predictive errors

m . 2
Zl[Pt(l) = Yiuil
2 _t= 2
Thetsl o —— @)
Zyt+i
t=1

This mismatch index can be only non-negative. It gets the lower zero boundary only in the case
of a flawless prognosis, where Pi(i) = y++i. The more the Theil coefficient deviates from zero, the more
the prediction differs from an ideal prognosis. The root of the index can be interpreted as a relative
predictive error.
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Figure 5. Brown’s linear exponential smoothing (cat = 0.6655) for time series of average wage in the
United States.
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Residual Autocorrelations for United_States
Brown's linear exp. smoothing with alpha = 0,6655
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Figure 6. Sample residual autocorrelation function for time series of average wage in the United States.
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Figure 7. Sample residual partial autocorrelation function for time series of average wage in the United
States.

Table 4 shows that when constructing extrapolation predictions of the average wage rate, average
errors of 1.543% and 6.571% (for the U.S. and Lithuania, respectively) occurred. The values of the Theil
coefficient and the relative predictive error indicate the high quality of exponential smoothing models.
A similar verification of the suitability of the chosen smoothing models was also carried out for the
other analysed countries.
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Figure 8. Holt’s linear exponential smoothing (ot =0.9999 and 3 = 0.0626) for time series of average wage
in Lithuania.
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Residual Autocorrelations for Lithuania
Holt's linear exp. smoothing with alpha = 0,9999 and beta = 0,0626
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Figure 9. Sample residual autocorrelation function for time series of average wage in Lithuania.
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Figure 10. Sample residual partial autocorrelation function for time series of average wage in Lithuania.

4. Results and Conclusion

The world economy has been heading toward a five per cent rate of unemployment, the lowest
over the last four decades. A more relaxed budgetary policy has supported the economic growth (its
effects are apparent in about three quarters of the OECD countries), tax reliefs (e.g. recent US cuts) also
playing their role.

Only three explanatory variables were inserted into the model as statistically significant at a 5%
level in a positive direction, namely the employment ratio, GDP per capita and labour productivity.
The sample regression hyperplane has the following form (cf. Table 3)

Average wage = —20,402.5 + 420.915*employment ratio + 0.393688*GDP per head + 317.248labour productivity.

Table 4. Time series prediction errors for the United States and Lithuania.

United States Lithuania
Year Reality Model Error Reality Model Error
2000 52,801 - - 9,544 - -
2001 53,244 - - 10,091 - -
2002 53,652 - - 10,532 - -
2003 54,280 - - 11,232 - -
2004 55,335 - - 12,157 - -
2005 55,391 - - 13,469 - -
2006 56,298 - - 15,788 - -
2007 57,420 - - 17,403 - -
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2008 57,192 - - 19,087 - -

2009 57,687 - - 17,519 - -
2010 58,054 - - 17,530 - -
2011 58,200 - - 18,345 - -
2012 58,669 - - 18,854 - -
2013 58,412 58,734 322 19,608 19,412 -196
2014 59,250 58,991 —259 20,393 19,970 —423
2015 60,692 59,249 -1,443 21,417 20,528 —889
2016 60,686 59,507 -1,179 22,562 21,085 -1,477
2017 60,558 59,764 -794 24,287 21,643 2,644

TH? 0.000238 Tw? 0.004317

TH 0.015427 Th 0.065706

Table 5. Groups of countries that are always in the same cluster (for both eight and four variables.

analysed)
Groups of countries
Group 1 Group 2 Group 3 Group 4 Group 5
1. Australia 1. Israel 1. Denmark 1. Czech Republic 1. Estonia
2. Canada 2. Japan 2. Finland 2. Hungary 2. Latvia
3. Germany 3. New Zealand 3. Poland 3. Lithuania
4. Netherlands 4. Portugal

5. Slovak Republic

The blocks of the OECD countries broken down by their location, history and stage of
development do not fully coincide with the groups of countries whose cluster analysis results are
similar. However, there are many countries which are always in the same group, whether they are
clustered by all eight or selected four variables analysed. These groups of countries are listed in Table
5. The first one comprises four countries, two of them belonging to the block of advanced non-
European countries, the other two to the block of continental OECD states. The second group is made
up of three countries which are also among the advanced non-European countries. The third group
consists of two Scandinavian countries. The fourth one contains four states that belong to the Central
European block of post-communist countries plus one southern European country. Finally, the fifth
group is made up of the three Baltic states that used to be a part of the Soviet Union. Table 6 gives
predictions of the average wage by 2022 for individual OECD member countries, except for Turkey.
The highest expected average annual wage growth rates for the period 2018-2022 being predicted for
the Baltic states, namely 4.58%, 3.66% and 2.15% for Latvia, Lithuania and Estonia, respectively. A
relatively fast average wage growth can be also expected in most Central European countries, namely
in the Czech Republic (3.44%), Slovakia (2.75%), Poland (2.58%) and Hungary (2.51%). The rapid
annual increase in the average wage is also projected for Iceland (2.38%). The lowest wage growth
values, on the other hand, are forecast for South-European countries — Greece, Italy and Portugal.

Table 6. Average wage prediction by 2022 (in USD).

Prediction for year

Block of countries Country 2018 2019 2020 2021 2022

Continental 1. AUT 51,219 51,681 52,142 52,604 53,066
2. BEL 49,721 49,766 49,812 49,857 49,903
3.FRA 44,179 44,593 45,007 45,421 45,836
4. DEU 48,613 49,368 50,123 50,878 51,633
5. LUX 62,917 63,455 63,992 64,530 65,067
6. NLD 53,089 53,298 53,508 53,717 53,926
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7. CHE 63,651 64,065 64,479 64,892 65,306
Scandinavian 1. DNK 51,935 52,404 52,873 53,342 53,811
2. FIN 43,247 43,531 43,814 44,097 44,381
3.NOR 51,941 52,669 53,397 54,126 54,854
4. SWE 43,519 44,202 44,885 45,568 46,250
Anglo-Saxon 1. IRL 47,763 48,178 48,593 49,008 49,423
2. GBR 43,969 44,205 44,442 44,679 44,916
South-European 1. GRC 26,226 26,176 26,126 26,076 26,026
2.ITA 36,635 36,611 36,588 36,564 36,541
3. PRT 25,369 25,296 25,223 25,150 25,077
4. ESP 39,452 39,569 39,685 39,802 39,919
Baltic 1. EST 24,887 25,439 25,990 26,541 27,093
2.LVA 25,204 26,441 27,678 28,915 30,152
3.LTU 25,263 26,238 27,214 28,189 29,165
Central-European 1. CZE 26,231 27,181 28,131 29,081 30,031
2. HUN 23,180 23,785 24,389 24,994 25,598
3. POL 27,225 27,956 28,687 29,418 30,149
4, SVK 25,239 25,964 26,688 27,413 28,137
5.SVN 35,310 35,686 36,063 36,440 36,816
North-Atlantic 1. ISL 63,351 64,915 66,479 68,043 69,607
Advanced non-European 1. AUS 49,368 49,603 49,839 50,075 50,311
2. CAN 48,081 48,540 48,998 49,456 49,915
3.ISR 35,322 35,577 35,831 36,086 36,341
4. JPN 40,748 40,780 40,811 40,843 40,874
5. NZL 40,560 41,075 41,591 42,107 42,622
6. KOR 35,791 36,391 36,990 37,590 38,190
7. USA 61,871 62,420 62,970 63,519 64,069
Developing non-European 1. CHL 18,861 19,077 19,292 19,508 19,724
2. MEX 15,411 15,421 15,430 15,439 15,448
3. TUR - - - - -
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Abstract: Increasing the environmental orientation of manufactured products and business activities
is becoming the current trend in the area of corporate management. Logistics activities and the
packaging of products are also becoming focal points as they have significant potential to reduce the
environmental burden. Great attention is paid to primary packaging, especially if the company uses
plastic packaging. The article deals with the possibilities of primary packaging innovation for selected
consumer chemical products in order to reduce the volume of used plastics. Possibilities of
innovation were identified by content analysis of information obtained in primary qualitative
research in a medium-sized company engaged in the production of consumer chemical products. It
has been found that the reduction of plastic packaging waste for a selected product can be achieved
by replacing the plastic with another material, changing the colour of the plastic packaging, using
recycled plastics in packaging production, changing the packaging production technology, through
innovations of the packaged product, changes in the management of the sales process, introduction
of a plastic packaging reuse system and application of recycling. However, the implementation of
individual innovations always means an increase in operating costs, some of which will also require
investment costs.

Keywords: supply chain management; packaging; chemical product

JEL Classification: M11; M21

1. Introduction

Today's world is characterized by a turbulent market environment and the search for ways to
increase competitiveness. This aspect, together with society's growing interest in environmental
protection, is making the concept of sustainability increasingly popular (Gonzalez-Boubeta et al. 2018).
Business entities tend to improve the activities carried out on the basis of this concept. They focus on
improving a range of activities, much attention is paid to supply chain management activities.
Improvement can concern any of the three pillars of sustainability. The most studied in sustainable
supply chain management are the economic and environmental dimensions (Bendul et al. 2017), while
the social aspect is usually left aside (Gonzalez-Boubeta et al. 2018). According to Abdullah et al.
(Abdullah et al. 2018) green supply chain management is essential for the enterprise's sustainability.
Environmental aspects of supply chain management should be particularly addressed in achieving
logistic excellence in the 21st century (Karia and Asaari 2013).

Environmental aspects are associated with both direct flow (shipping from producer-to-end user
movements), and reverse flow (end user-to-producer movements - reverse logistics). Both of these flows
affect environmental performance. Thus, in order to improve environmental performance, attention
must be paid to the activities involved in these flows, in particular to activities related to transports,
storage or warehousing, inventory management, packaging and materials handling (Karia and Asaari
2013). Packaging provides a great opportunity to increase environmental performance.

The authors (Saghir 2002; Garcia-Arca and Prado-Prado 2008; Bramklev 2009) identify three main
requirements that exist in the design of packaging - business requirement, logistic requirement and
environmental protection requirement. From a commercial and logistical point of view, packaging in the
supply chain plays an important role by providing customers with information about the product (size,
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weight, colour, content, density), but also by minimizing product loss and damage at various stages of
distribution. At the same time, it facilitates efficient storage and handling. However, the environmental
protection requirement makes businesses also focus on the environmental aspects of packaging
(Dharmadhikari 2012). Packaging is not just a carton or a box, but a system that enables safe, cost-effective
storage, handling, transportation and marketing support (Dixon-Hardy and Curran 2009), while
respecting environmental requirements. Some authors describe the development of the right packaging
as an indispensable activity in building sustainable supply chain management (Mejias et al. 2016), as a
strategic element in achieving the economic and environmental performance of the enterprise (Gonzalez-
Boubeta et al. 2018).

Plastics are a major environmental problem associated with packaging. They are often disposable
multi-layer plastics that cause unsustainable consumption and environmental burdens (Meherishi et al.
2019). Therefore, packaging innovation to reduce plastics can be a very significant environmental
improvement. At the same time, such an innovation can significantly contribute to strengthening
customer relations, especially if they are large retailers. They want better environmental performance
and ever-lower prices without sacrificing product quality. Therefore, they constantly put pressure on
suppliers to invest in reducing packaging and energy consumption (Yenipazarli 2017).

Reducing the volume of plastic packaging is of particular interest to the food industry, which
produces large volumes of plastic disposable packaging for everyday products. In other sectors, interest
in the same is beginning to develop. Not surprisingly, manufacturers of consumer chemicals are also
interested in reducing plastic packaging. Like food businesses, they produce products bought relatively
often at relatively reasonable prices, packaged in standard plastic packaging. Innovation in the
packaging of consumer chemical products can bring significant environmental benefits. Examples of
practical innovations in this field are already known. For example, P&G has developed 2X" versions of
their products to meet its customer's (Wal-Mart) requirements on liquid laundry detergents (packaging
the same number of loads into a half-sized bottle) (Makower and Pike 2009). The same company uses
sugar cane-derived plastic packaging for its Pantene Pro-V brand in the Western Europe region. The raw
material for packaging is produced by a process that transforms sugar cane into ethanol by fermentation.
Ethanol is further converted to ethylene by a polymerization process and subsequently to a high-density
polyethylene plastic (Dharmadhikari 2012). In 2006, Unilever also introduced a detergent in a
concentrated form. Using the concentrate, consumers could wash the same volume of garments with one
third of the product. This resulted in significant savings in packaging material, with effects also on
product storage (Atkinson 2008).

There are certainly more ways to innovate plastic packaging for consumer chemical products.
Variants may be associated not only with the innovation of the product itself, but also with changes in
packaging material or weight. Recycling systems for plastics used for packaging consumer chemical
products or systems for the reuse of such packaging can also contribute to sustainability. The aim of the
article is to define the possibilities of reducing the volume of plastic used to package a selected consumer
chemical product. The aim of the article will be achieved through primary qualitative research, which
was carried out in a medium-sized enterprise of the chemical industry.

The main outputs of the article will serve as a contribution to the identification of possibilities to
reduce the volume of plastic containers used for consumer chemical products. These outputs will enrich
theoretical knowledge in the field of packaging sustainability, but can also directly serve businesses
producing consumer chemical products to manage innovations of the plastic packaging of their products.

2. Theoretical Definition of Plastic Packaging Innovations in the Interest of Sustainability

Innovation of packaging to reduce the volume of produced and disposable plastics is a typical green
innovation. It allows to reduce the amount of consumed resources and produced waste (especially from
packaging) and various other, e.g. energy losses. It can be connected to any stage of production of
packaging, its use and removal, i.e. the process of packaging production, packaging itself, distribution of
products in the packaging, commercialization of the product (Garcia-Arca et al. 2014), packaging reverse
flow or recycling.
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Environmentally oriented packaging innovations can be classified in two groups, namely (Karia
and Asaari 2013):

e technical and technological,
e non-technological and administrative.

Technical and technological innovations may include all changes related to the production of the
packaging or the product packaged therein. This group of innovations includes eco-friendly packaging
design, saving material and energy resources in packaging production (Chen et al. 2006; Chen 2008) or
reducing packaging volume in one-off sales.

The design of eco-friendly packaging may include:

e replacement of plastics with environment-friendly material (relatively easy-to-recycle material,
e.g. paper, biodegradable material, e.g. starch, corn, sugar cane, or reusable, e.g. glass) (Liwen and
Juan 2010; Dharmadhikari 2012),

e replacement of plastics with recycled plastics,

e  adjustment of packaging size and/or weight. This group of innovations also includes technological
changes in the production of packaging, e.g. removal of unnecessary packaging layers (Karia and
Asaari 2013) or reduction of packaging density, e.g. by bubbling (by injecting gas to create gas
bubbles in the middle layer of the bottle wall) (Magnier and Schoormans 2015).

Energy saving is related to technological innovations associated mainly with packaging production.
In this context, it is not only energy savings, but generally any resource savings in packaging production,
including the use of secondary sources for production (recycled materials as inputs, secondary energy
or energy that comes from renewable sources) (Dharmadhikari 2012).

Reducing the volume of the packages may be associated with reducing the size of the packaging as
a result of modification of the product placed therein, or also in the case of greater use of the package
(e.g. the air layer is reduced). This may also reduce the number of re-purchases of products in plastic
packaging.

Non-technological and administrative innovations may include changes in processes and
techniques (including changes in business and transport processes), greening of supply, changes in
customer relationship management, knowledge management (Karia and Asaari 2013), but also changes
in the hardware and software used to manage environmental innovation (Flint et al. 2005). This group of
innovations may also include the setting up of a packaging recycling system or its modification, the
introduction of a packaging reuse system (including re-use for another purpose), but also the
introduction of environmental management of the business (Chen et al. 2006; Chen 2008) and
implementation of joint clean technology programmes with suppliers and customers (Karia and Asaari
2013).

3. Methodology

The primary research in the medium-sized enterprise of the chemical industry was carried out as
qualitative. The main objective of the research was to identify the possibilities of reducing the volume of
plastic waste from the primary packaging for the selected product. The product selected was a detergent
intended for cleaning and refreshing toilets. It consists of a cleaning gel in a cylindrical container and a
dispenser (extrusion piston). The gel is applied by the dispenser, i.e. pushed in a measured amount,
directly onto the sanitary equipment (toilet). It is gradually released with flushing.

The research focused on the possibility of saving plastic, which is used both for the container
containing the gel and for the extrusion piston. The information was collected by personal interviewing
according to an interviewing scenario. The interview scenario included the following areas of inquiry:

e  The form of innovation process in the company. Forms of cooperation with business partners in
technical and technological innovations.

e Possibilities of packaging innovation to reduce plastic for the selected product:
o  Saving plastic while keeping the current plastic packaging.
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o Possibility to change the packaging material to remove plastic (glass, paper, metal, other

materials).

o O O O O

Possibility to change the package size.
Possibility to innovate the product in order to reduce the package size.
Possibility to introduce packaging-free sale of the product.

Possibility to introduce reuse of the plastic packaging from the product.
Possibility to recycle packaging from the product.

e  Barriers to implementation of the individual types of innovation.

The main respondent of the qualitative research was the process engineer of the company. The
information was collected in two stages. Either stage was followed by a check on the completeness of the
information collected. Their content analysis followed, which resulted in formulation of conclusions.

4. Results

The starting point for finding out the possibilities to reduce the volume of plastic waste for the
selected product was to map the innovation process in the company. The results of this research phase

are summarized in Table 1.

Table 1. Innovation Process in the Company.

Characteristics of the innovation = Application Form of application
process
Company's previous interest in product Yes Efforts to reduce the volume of plastic in the
innovation for sustainability. blister, trying to save the plastic fixation material
used in secondary packaging.
Respecting stakeholder requirements Yes In particular, end consumers and wholesalers as
when innovating the product and its direct customers.
packaging.
Existence of environmental stakeholder Yes Wholesalers, as direct customers, demand to
requirements for the product and its reduce the volume of packaging plastics.
primary packaging.
Existence of other environmental Yes Requirement for the AISE logo - proof of
stakeholder requirements. participation in a voluntary association setting
environmental requirements for manufacturers,
products and their packaging.
'Impact 9f legislative requirements on the Yes General requirements for REACH chemical
innovation process of the product and its -
packaging in the interest of products are set, Ifzgl.sl:a't1ve pr.essure to reduce
o plastics is increasing.
sustainability.
Collaboration in the packaging Yes With packaging manufacturers.

innovation process.

After completing the research of the innovation process in the company, various possibilities of
saving the plastic used for the primary packaging of the selected product and the obstacles to their
application were examined. The results of this research phase are shown in Table 2.
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Table 2. Variants of reducing the volume of plastic waste from the packaging for the selected product.

Identified option to reduce
plastic

Obstacle to apply the option

Replacement of plastic material
with another type of material
(glass, metal, paper).

Replacement of plastic material
with bioplastic.
Changing the colour of the plastic
packaging for easier recycling.
Use of recycled plastic in the
production of packaging.

Technological innovation in the
production of packaging -
bubbling.

Increasing the concentration of
the cleaning gel.
Changing the product form - gel
provided in capsules.
Changing the method of sale -
through packaging-free stores.

Glass is incompatible with the use of the product.

Metal is theoretically usable for the piston and its reuse, but it is a costly
material. Paper would require adjustments, generally layering and
probably supplementation with a foil.

Bioplastics decompose to form micro plastics, the environmental benefits
are debatable.

Decreasing the appeal to the end consumer.

25 percent and higher recycled content in the plastic for packaging
significantly reduces the packaging strength. Recycling companies are
not able to supply recycled materials of sufficient quality to the market.
Reduced product aesthetics and functionality.
Reflection in the price of the product unacceptable by customers.

Radical reduction of functionality.

The need to innovate the product into a liquid form, the problem with
ensuring microbiological safety of the product.

The company does not facilities for washing and disinfecting the
containers; refilling of the containers is not yet technologically mastered.
The problem is the collection of packaging.

Re-use is uneconomical compared to the use of new packaging (costs of

Introduction of plastic packaging
reuse.

collection, washing, inspection, storage). Environmental impacts on
wastewater and wash water consumption.

The company does not have a developed packaging return system or

Application of recycling. recycling system.

5. Discussion

The primary qualitative research confirmed some conclusions of previous studies while
producing new knowledge. The possibility to save the volume of plastic packaging was confirmed by
making the product in a concentrated form as described by Makower and Pike (2009) on the example
of P&G and Atkinson (2008) on the example of Unilever. The possibility reported by Dharmadhikari
(2012) to replace plastic with a more environmentally friendly material (bioplastic) was also confirmed.
In addition, however, other potential technical, technological and administrative innovations have
been identified to reduce plastic packaging: replacement of plastic material with another type of
material (glass, paper), change of colour of plastic packaging, use of recycled plastic and technological
innovation (bubbling) in production of packaging, change of product form (capsule), sales through
zero waste stores, reuse of plastic packaging, and recycling.

However, some of the identified innovation possibilities have such barriers that they are
implementable only in theory (replacing plastic with glass or paper). Also, the replacement of plastic
with bioplastics is basically out of the question because of the disputable environmental benefit. Other
options of plastic primary packaging innovation for a selected product are feasible, but they all represent
an increase in operating costs, some of which would also require investment costs. Changing the colour
of the plastic container, increasing the concentration of the cleaning gel or changing the form of the
product may be considered less expensive. The high costs of innovation would most likely arise from a
change in the packaging technology (use of recycled plastic, bubbling) as well as with all innovations
that would mean a fundamental change in the reverse flow system (introduction of packaging reuse,
recycling) or direct flow system (packaging-free sale).

However, when choosing a suitable innovation option, it is necessary to take into account not only
the costs (and expected losses resulting, for example, from the lower value of the product for the
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customer), but also the environmental benefits. The optimal option should ensure the biggest difference
between the total environmental benefit and the total costs of innovation (Garcia-Arca et al. 2014).

Various models have been developed to select the optimal variant. These models combine
quantitative and qualitative scales to allow bringing subjectivity into the assessment (Gronman et al.
2013). The most commonly used of these models is the model by Olsmats and Dominic (Olsmats and
Dominic 2003) “Packaging Scorecard”, popular with companies like IKEA and Wal-Mart (Garcia-Arca
et al. 2014).

6. Conclusions

Packaging is a key element in increasing the sustainability of supply chains and the companies
involved (Garcia-Arca et al. 2019). In packaging innovation, product design needs to be integrated with
packaging design (Garcia-Arca et al. 2014) as integrated product and packaging decisions make it
possible to optimize the overall environmental impact. Innovative activities require the development of
cooperation between the company, as the manufacturer of the product, and its business partners,
especially the suppliers of packaging. Where the intended innovation affects the substance of the
packaged product and/or the management of the direct or reverse material flow through the chain, it is
also necessary to involve direct suppliers of inputs and product purchasers. Environmental innovation
will then affect a much larger part or even the entire supply chain, or supply network, as the case may
be.

The conclusions of the qualitative research carried out can be considered inspiring from the point
of view of the identified possibilities of product innovation (not only in the chemical industry) as they
were carried out on the basis of exploring possibilities of reducing the plastic packaging of one selected
product. This limits the possibility of generalization. Therefore, it is possible to recommend further
research, which can be conducted in two ways:

e  exploring the possibilities of plastic packaging innovation for other chemical industry products
or chemical industry product groups (e.g. detergents, washing and sanitary products); and

e  exploring the possibilities of developing collaboration with other partners in the chain to innovate
plastic packaging for products of the chemical industry.

In combination with the previous research, follow-up research could significantly contribute to
discovering the real possibilities to reduce the volume of plastic packaging, especially for products of
the chemical industry.
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Abstract: Our era is driven by digital technologies; business models and approaches to management
are in the unstoppable changing mode. Key changes in corporate learning are in the design of
learning experiences that directly reflect the needs of learners and their work context. But does the
actual situation corresponds to academic statements? Before approaching to the analysis of the whole
structure and content of the corporate educational system with incorporated reflections of the desired
changes, it is recommendable to focus on the acceptance of corporate training by the employers
themselves, which is one of crucial factors influencing the success in implementing new educational
trends in corporate training. The research subject of here presented paper brings up-to date view of
the acceptance of corporate training on the local scene. Research objective of this paper is to analyze
employer attitude to corporate training of their employees in two interconnected areas: requirements
for staff to attend the training and financial contribution from the employer. Authors tried to define
the dependency between requirements and financial support from employer. Authors highlight in
the discussion chapter the crucial findings and focus on the future areas of the research.
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1. Introduction

This paper discusses corporate education, which is a specific part of the life-long education. Our era
is driven by digital technologies, business models and approaches to management that are in the
unstoppable changing mode. It is clear the changes in society and management of businesses generated
by technological revolution has to be reflected in the corporate learning to keep the pace with the
development. Key changes in corporate learning are in the design of learning experiences that directly
reflect the needs of learners and their work context and in the shift from the focus on quality content to
focusing on customization of learning solutions to meet customers’ needs (Reference Dictionary 2019).

The paper deals with the real situation on the local scene; the employer acceptance of corporate training is
analysed, whether employers are involved into their employees’ further corporate education, to what extension they
require this activity from their employees and whether employees are provided by some financial support.

The structure of the paper follows the standard pattern: chapter 'Methodology' encompasses
formulation of the research design and goals, within the sub-chapter State of art selected relevant sources
are presented, 'Findings' is the core chapter bringing answers to research questions which were gained
via processing data collected from questionnaires and accompanied by visualisation of the results into
graphs. 'Discussion’ highlights the crucial findings and faced pitfalls during processing the data and
focuses on the future areas of the research.

2. Methodology

2.1. Research Goal, Applied Methods and Research Stages

The research subject brings up-to date view of the acceptance of corporate training on the local
scene of East Bohemia region.

The research objective of this paper is to analyze employer attitude to corporate training of their
employees in two interconnected areas: requirements for staff to attend the training and financial
contribution from the employer.
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o The sub goal is to find out if there is dependency between requirements and financial support

from employer.

Research was carried out in 2019 based on a specially designed questionnaire within a regional
search on an accessible research sample of 128 Czech employed adults. The return of questionnaire
ratio was quite high; researchers collected 95 completed forms with all essentials.

Research questions on employer’s attitude to corporate education are defined into three categories
from necessity via support to unconcern through three research questions, the fourth question refers
to the statistical dependency between variables:

¢ RQI1 Does the employer require further education of their employees?

¢ RQ2 Does the employer support further education but doesn’t require employees attendance in
the trainings?

e RQ3 Does the employer support employee training?

e RQ4Is there dependence between variables 'Employer requires employee training' and 'Employer
financially supports employees training (further education)?’

Methods used in this research included primary sources processing, analytic-deductive and
comparative methods and statistical-descriptive methods, basic technique for examining the
relationship between two categorical variables: cross-tabulation, non-parametric Chi-square statistic
and Symmetric Measures.

Stages of the research are visualized in the Figure 1. They consisted of: acquisition of primary data;
getting an overview of current situation on further education including company involvement from
statistical surveys of the Czech statistical Office; formulation of research questions; creation of a
questionnaire; conducting a questionnaire survey; processing the obtained data, presenting and
visualizing the results of the questionnaire survey; applying two kinds of statistical methods on
dependency between two key variables.

Acquisition of Design of the Conducting the . Visualization of AT it
. . . Data processing o research
primary data questionnaire survey findings SUESTEIE

Figure 1. Methodology stages.

2.2. State of Art

The State of art sub-chapter encompasses literature review bringing selected studies from foreign
and national sources. The aim of the paper is to strive to explain the rough sketch of the corporate
education concept and clarify key terms associated with the investment into further education, which
are used in this study: employee benefits, cafeteria system, concept of the cultural and social needs
fund.

Corporate education definition.

In today's society, qualification and level of education are determining aspects of human
existence. Education can therefore be seen as part of the cultural evolution of people, which means that
there has always been some kind of education. Education is considered a fundamental driver of
personal, national and global development. Training and job creation becomes a lifelong process in
which the business itself plays a major role. Employees are the bearers of ideas, experience and
knowledge, and the success and competitiveness of the entire company often depends on their
approach. In order to achieve excellent results, businesses need not only have good technology,
internal processes and customer care, but also need to recruit qualified staff to maintain and develop
their knowledge and skills, see more Drucker (1999), Armstrong (2009) or Gémez-Mejia et al. (2016).

Batalla-Busquets and Pacheco-Bernal (2013) define training as an investment for both the two
participating agents: businesses and workers. They analysed employees’ attitudes and perception
towards training. Their research was conducted with more than 2000 respondents (employees) of the
leading European savings bank. Their findings didn’t correspond to the widely promoted trend in
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unambiguous utilization of latest technologies. Face-to-face training with the course trainers stayed to
be perceived as a more motivating methodology compared to virtuality.

Another inspiring study for the design of this paper was Ziv&icova and Gullerova (2017)
quantitative empirical study in which the attitudes of employees to corporate education were analysed
and compared. Here presented study focuses not on the employees but on the employers and their
attitude to training. The authors have been involved in the research of aspects of corporate education
for about a decade, e.g., they focused on the use of advanced technologies (Svobodova and Cerna,
2018). As for corporation setting, they analysed utilization of social media in small businesses (Cerna
and Svobodova 2013).

Employee education is widely discussed not only on the global scene but it has reached highly
professional achievements on the national scale, see more (Bartorikova 2007; Bartonkova 2010;
Dvorakova 2007; Palan 1997; Tureckiova 2009; Vodak and Kucharcikova 2011; Koubek 2015).
According to Bartonikova (2010), corporate education is a certain type of care provided by employers to
employees for the benefit of both parties. She describes corporate education as “... seeking and
subsequently eliminating the difference between 'what is' and 'what is desirable' ” (Bartorikova 2010).
She distinguishes the following categories of corporate education: adaptation and orientation
processes, employee job-related further training, partial or full retraining, re-entry programs for
employees whose health condition prevents them from performing their jobs on a permanent or long-
term basis, and qualification improvement programs (Bartonkova 2007). In this study authors
perceived corporate education as one unit, not divided into individual categories. This will be explored
in the following stage of the research. Corporate education also includes educational activities required
by law and vocational training activities required for employee job performance. 86.4% of employers
organized at least in one year employee educational activities. In 2010, law required more than 90% of
educational activities performed. In 2010, more than 80% of employers also organized professional
skill-development activities. 57% of educational activities focused on improving general knowledge
and skills. Less than 10% of employers provided educational activities to maintain jobs and prevent
collective consultation (Keselova 2012).

In the following part, three important terms, which were used when the financial aspect was
analysed, are described for clear understanding of the issue. Employee benefits, cafeteria system and
Concept of the Cultural and Social Needs Fund are understood as ways of financial support of
employees in corporate training is in this paper.

Employee benefits

Employee benefits are provided to employees in addition to wages, salaries or salaries as a so-
called non-claim component. The Labor Code does not know the concept of employee benefit; it only
regulates minimum standards of employee care - professional development of employees, upgrading
and deepening of qualifications and allowance for meals. Therefore, it is entirely up to the employer to
decide whether or not to provide benefits to employees and to what extent.

However, employee benefits beside motivational stimulus carry other positive feature. From the
tax advantage point of view, the provision of some benefits is more advantageous than the salary increase itself,
despite the plethora of forms and types of employee benefits that are currently offered on the labor
market (Dostal 2017).

Cafeteria system

Companies often choose the so-called Cafeteria system which offers various types of bonuses from
which employees can draw in a certain financial volume. Cafeteria system is used by about 65% of
companies in our country. They find the system beneficial for all counterparts. Cafeteria has a modular
principle, so any company can choose the module that is convenient for it. A big plus is a detailed
overview of staff costs. The Cafeteria system was introduced primarily because employees come from
different age, social or interest groups, and each has a different order of priority for their life needs
(Kubickova and Patakova 2018).
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Concept of The Cultural and Social Needs Fund

The Cultural and Social Needs Fund serves to meet the cultural, social and other needs of
employees and other persons for whom the relevant legislation permits. The creation and drawing of
the Cultural and Social Needs Fund is regulated by the Decree of the Ministry of Finance of the Czech
Republic No. 114/2002 Coll., On the Fund of Cultural and Social Needs, as amended (Moravek 2018).

3. Findings

This chapter consist of two subchapters. The first one brings findings on adult education from the
Czech Statistical Office and forms a kind of starting point for the own research. The other subchapter
brings findings and answers to stated research questions based on processed data gained from the
applied questionnaire.

3.1. Findings Drawn from the Czech Statistical Office

Highly motivated people who strive for reaching higher qualification prevail in participation in
the formal education. The criterion of reached level of education plays an important role, adult with
just primary education get involved into tertiary education only sporadically.

The proportion of non-formal education participants in the Czech Republic is approximately at
the European average, it means about 40% adults participated in one activity of the informal tertiary
education. However, the Czech adults spent least time on education. The following finding is
important for the focus of the research. Most of the activities are related to work; in women it is 86%,
as for men, the ratio is even higher as it reaches 91%. These work related activities were motivated by
acquiring higher qualifications, improving work performance or improving the labor market position.
Generally speaking, the vast majority of non-formal education in the Czech Republic is carried out during
working hours and at the employer’s initiative. For nearly 70% of employees work-based non-formal education
activities, employees reported that their employer required participation in the education (CSU 2016).

If participation in education is not directly required by external circumstances, e.g. by law or
employer, the decision to be engaged in further education is determined primarily by personal
motivation and by the value which individual adults can see in education. However, in a situation
where educational aspirations are based mainly on the level of the reached highest level of education
related qualifications in the labor market, this often leads to the reproduction of educational
inequalities established by the formal education system.

The possibility of corporate training is very closely linked to funding. Most of the companies are aware
of the importance of educating their employees and these companies participate in financial support.
However, if the economic situation is getting worse, they provide less or no education at all. The total
amount of training costs can vary greatly from one type of company to another. It depends on the needs of
the company, the employees, the general characteristics as well as the specialization of the company
and especially on its goals.

Main findings from the Czech Statistical Office report on Investment into adult training follow:

e The share of education expenditure per employee in 2015 was CZK 3,134 on average.

e Companies with more than 250 employees and companies in the Information and
Communication Business sector spent the highest costs.

e The share of education costs in the total labor costs of firms was 0.71% on average in the monitored
year.

e Drawing money from the education grants from the European Union is extremely low.

e Most companies (91%) in the Czech Republic did not use any education subsidies in 2015.

e A small share (7%) of companies benefited from subsidies from the European Union.

¢ The vast majority of companies also did not provide any education contributions (CSU 2016).

The following sub-chapter 'Findings from the research' shows the actual situation on a local scale
with the accessible sample of 95 adult working respondents.
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3.2. Findings from the Research

Findings give answers to all research questions on the attitude of employers to corporate
education in sense of their requirement on employee involvement into the training and employers
financial support.

Answers to research questions

The answers to research questions are visualized in the Figure 2. Called Employer’s attitude to
corporate education with 3 researched categories.

The answer to RQ1 Does the employer require further education of their employees? is positive.
Yes, 30% of employers of respondents require further education. There is big discrepancy with the
report from the Czech Statistical Office where the proportion reached 70%.

The answer to RQ2 Does the employer support further education but doesn’t require that? Is
positive and is visualized in the second bar.

The answer to RQ3 The employer is not involved or interested in further education of employees?
is visualized mainly in the third bar when perceived from purely the perspective of interest and
support. However, the second bar shows the employer readiness to support the employee in corporate
education even without strict requirement to participate in the training activities.

60
58%
50
40
30 30%
20
12%
) -
0
The employer requires further The employer supports further The employer doesn’t support
education of their employees education but doesn’t require that further education of their employees

Figure 2. Employer’s attitude to corporate education.

As can be seen in the Figure 2, the second category dominates; 58% of respondents employers support
further education, however they do not require further training of their employees. Employers realize the
importance of training but leave the decision on the involvement on their employees. Only 30% of
employers require further education. Still there is quite high percentage of employers who do not require and do not
support employees’ training. These findings call for further research so that it could be revealed why in
current changing times influenced by the turbulent development and involvement and impact of
technologies it is possible “to stagnate” and “survive”.

Corporate education financing

The following researched area relates to financing of corporate training activities and reveals the rate
of potential sources used in corporation training payment. This issue is strongly interconnected with the
acceptance of corporate training in the company that will be analyzed in the next part.
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Figure 3. Does the employer pay or contribute to their employees’ further education? Sources for

corporation training payment.

Only 15% of respondents can draw from the cafeteria system. This system is not implemented in all
companies. More over cafeteria system might be implemented in the company of the respondent, but
he/she finances from this modular system something different, e.g., medical devices or holidays. This
issue will have to be more clarified in the next survey.

One fifth of employees draws from the Cultural and social fund. The situation in some aspects coincides
with the cafeteria system. Not all companies can offer this source of financing to their employees and if
they offer that, the employees can use the money on medical care or children holiday, etc.

Out of these findings one is worth highlighting — More than a quarter from the respondents answered
that they didn't get any financial incentive from their employers. This finding calls for further discussion as no
support in financing can act as strong demotivating factor in employees, even disrespectful in some cases.

Interconnection between requirement and offer

Next section on findings refers to the interesting interconnection between requirements and offer;
between the employer attitude to further education in sense of requirement of further training of their
employees and financial sources offered by the company from which employees can draw on their
trainings. The graph illustrates the findings, see Figure 4. RQ4 Is there dependence between variables
‘Employer requires employee training' and 'Employer financial support in their employees training
(further education)?' is answered in this part of findings and especially in the final part Statistical
methods on dependency.

Results are given in nominal numbers. Due to the small amount of representatives in individual
sections the conversion to the percentage would be biasing. The total sample consists of 95 respondents.
In financing corporate education, "other sources’ dominate in both categories where employer requires further
education from their employees as well as in the category where they do not require but support
employees financially. When slightly generalized rate of individual sources is comparable in both categories
where training is required and where training is supported.

Note — if employer requires further education, it might be expected that they would support their employees
financially but there is a quite high rate of employees who get no financial incentive in this aspect.
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Figure 4. Interconnection between employer requirement on employee participation in corporate
training and sources for corporation training payment.

Statistical methods on dependency

Applying two kinds of statistical methods on dependency between two key variables was made:
Crosstabulation and Chi-Square Test.

Statistics brings cross tabulation on requirements to employee participation in corporate training
and employer financial support.

Table 1. Crosstabulation — contributes * requires education x contributes.

Requires

No Yes Total

Contributes 0 Count 15 2 17
Expected Count 5.5 11.5 17.0

1 Count 16 62 78
Expected Count 25.5 52.5 78.0

Total Count 31 64 95

Expected Count 31.0 64.0 95

The condition of the test is that the theoretical occupancy of each box is higher than 5. In this case,
the conditions are met. It is also written below the table.

The results show that 15 employers do not require employee training and they do not financially support
employee education. Two employers require employee training, but do not financially contribute.

Furthermore, 16 employers do not require attendance of employees it, but they support them. The
largest number of 62 employers require employee training and at the same time they financially support their
employees.

Then the Chi-Square Test of Independence was made to determine if there is a significant
relationship between two categorical variables that are in this case employer ‘Requirement’ and
'Contribution' as in the previous table.

In the table, we took the chi square value and compared it with alpha (0.05). In this test, the
resulting value is lower, so the null hypothesis of independence can be rejected and H1 accepted. It means, if
the employer requires or supports further education, it has the finances available. On the other hand,
if the employer does not require further education, it does not create finances for it.
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Table 2. Chi-Square Tests.

Value df ;t;ﬁi?r?; Exa(it Sig. Exacit Sig.
(2-sided) (2-sided) (1-sided)
Pearson Chi-Square 29,1202 1 0.000
Continuity Correction® 26,121 1 0.000
Likelihood Ratio 28,518 1 0.000
Fisher's Exact Test 0.000 0.000
Linear-by-Linear Association 28,813 1 0.000

N of Valid Cases 95
a. 0 cells (.0%) have expected count less than 5. The minimum expected count is 5.55. b. Computed only for a 2x2
table

5. Discussion

All the research questions were answered.

Out of findings the following should be highlighted, because of a quite big discrepancy between
the report from national statistical office (CSU 2016) or the general developmental trends and gained
results from the conducted research.

e 58% of respondents” employers support further education; however, they do not require further
training of their employees. Why only 58%? In this time of changes, turbulent development of
technologies affecting all spheres of life and businesses who can afford stagnation and no more
further education?

e Only 30% of employers require further education. This finding differs so much from the report of
the Czech statistical office where about 70% of employees work-based non-formal education
activities stemmed from their employer requirement on participation in the corporate education.

e  As for financing training activities, the findings show rather high rate of employer disinterest
towards employee training. Researchers’ remark is — if the employer requires further education,
it might be expected that they would support their employees financially but there is a quite high
rate of employees who get no financial incentive in this aspect. Beside this, there is still quite high
percentage of employers who do not require and do not support employees’ training.

e  Only 15% of respondents can draw from the cafeteria system. This system is not implemented in
all companies. More over cafeteria system might be implemented in the company of the
respondent, but he/she finances from this modular system something different, e.g., medical
devices or holidays. This issue will have to be more clarified in the next survey.

e One fifth of employees draws from the Cultural and social fund. The situation in some aspects
coincides with the cafeteria system.

e Out of these findings one is worth highlighting — more than a quarter from the respondents
doesn’t get any financial incentive from their employers. This finding calls for further discussion
as no support in financing can act as strong demotivating factor in employees, even disrespectful
in some cases.

e Keselova (2012) study brings findings showing much higher involvement of employers into
employee education than findings from study presented in this paper, see chapter Findings.

Researchers are aware of the fact that the research sample was limited. Slight adaptations in the
formulation of questions in the questionnaire have to be made. In the next phase of the research on the
acceptance on the corporate training, qualitative methods will be incorporated. This paper dealt with
employers’ perspective. Next phase will be focused on employee attitude to corporate training, on
their needs, motives to participate and willingness to invest own money into education.
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Abstract: Current technological development enables processing of large volumes of data. Moreover,
data conversion into information has significantly changed during the last decade. Enriched with
context, information may be turned into knowledge which allows organization to profile themselves
as knowledge organizations. Acquired information and knowledge are used for decision support and
introduction of new operational tasks in business organizations and academic institutions. There are
many knowledge and knowledge management classifications available in textbooks, monographs,
white papers or research studies. This paper presents analysis of the application and implementation
of ICTs in knowledge management. As an added value it classifies ICTs into several categories based
on extensive literature research. It also provides an original type of classification that connects
synchronicity and interaction and main classification criteria. A better understanding of ICTs aimed
by this classification may lead to improved technological knowledge management implementations
and applications based on advantages of involving ICTs in processing operations.

Keywords: knowledge management; information and communication technology; classification;
knowledge; synchronicity; interaction

JEL Classification: M15; O32

1. Introduction

Already in the earliest signs of human existence, people communicated with one another. Through
the decades and centuries, people were developing various methods and channels for communication.
With the beginning of the current digital era, information and communication technology (ICT) was
developed that allows not only communication, but also automated capturing of data, its storing and
processing. ICT has brought about revolutionary changes in the way people work, communicate, learn,
spend time, and interact (Jorgenson and Vu 2016). In recent decades no technology has had a global
impact on the same level as ICT (Al-Rodhan 2011). ICTs bolstered productivity more effectively than
earlier technologies (Hidalgo Pérez et al. 2016).

Today communication is a basilar process for business and is a very important dimension of
working in virtual environment (Gongalves et al. 2014).

ICT provides the base for computer applications to execute business processes (Broadbent and
Weill 1997). Capital per worker, mobile cellular and telecommunication technology are the dominant
drivers of output per worker and hence have relatively high contributory power to support the long-run
economic growth (Kumar et al. 2016). ICT offers now large spectrum of possibilities that changed the
way we live, perceive and imagine. ICT became a substantial part of our life.

This paper aims to add to the knowledge in the field of ICT impact on knowledge management in
business organizations by performing an extensive research through analyzing ICT in knowledge
management applied so far. This paper classifies the ICTs into categories based on the attributes of
selected ICTs to enhance the perception of given ICTs that may lead to efficient application and
implementation of available technology. The main purpose is to inspire future research on the
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application of ICT in knowledge management domain and to advance future knowledge in the field of
ICT application and its implementation in business organizations.

This paper is organized as follows. Next section describes applications of ICTs in various aspects of
knowledge management used so far in business organizations and discusses the potential impediments
and opportunities for future exploiting of the use of ICTs in the field of knowledge management. The
consequent section provides classification of known ICTs into categories based on the findings from
sections previous sections. Such a classification aspires better understanding of ICTs for their efficient
implementation in the field of knowledge management in business organizations. Conclusion
summarizes the research carried out.

2. ICT in Business Operation

In today’s business life, workers interact daily with software applications for processing of data
and information to carry out working tasks benefiting from the possibilities offered by the information
and communication technology that performs automated processing through demanding
computations and tedious actions. Working with text processors, spreadsheets, sending electronic
mail, calling everywhere at any time through mobile phones and several other applications of ICTs
became a substantial part in all spheres of our everyday life: at work, in the school and at home.
Companies rely on IT solutions to support their business operations by automated processing of data
much faster than was possible before the development of digital information and communication
technology. IT is not a mere enabler for business activity anymore (Cherbakov et al. 2005). ICT drives
business strategy, open new markets and possibilities.

ICT gained wide application in the field of knowledge management. Several applications of ICT
have gained considerable popularity as instruments for knowledge management (Hendriks 1999). ICT
gained interest based on its potential of using them to systematize, facilitate, and expedite firm-wide
knowledge management (Maryam Alavi and Leidner 1999).

ICT can enhance knowledge sharing by lowering temporal and spatial barriers between
knowledge workers, and improving access to information about knowledge (Hendriks 2001). ICTs in
connection with knowledge management are called organizational knowledge management systems
(Meso and Smith 2000) or knowledge management systems (Alavi and Leidner 1999a, 1999b;
Huysman and de Wit 2004; Maier and Hadrich 2011). These are seen as enabling technologies for an
effective and efficient knowledge management. The objective of knowledge management systems is
to support construction, sharing and application of knowledge in organizations (Alavi and Leidner
2001).

ICTs are used for knowledge management in form of infobase, knowledge base, mobile
knowledge base, network, electronic rapports, knowledge mapping, Lotus Notes, digital discussion
platforms (Huysman and de Wit 2004). Technology based perspective on knowledge management
contains ICTs used in form of executive information systems, expert systems, intelligent agents,
multimedia, search engines and smart systems (Alavi and Leidner 2001), computer resident
knowledge repositories (Huber 2001), data mining, data warehouse, routines that are programmed in
the logic of computational machinery and on data residing in data warehouses, use of email or group
support systems, codification approach, in which a central repository holds knowledge under
categories such as programming bugs, quality control reports, new developments (Desouza 2003),
World Wide Web, Lotus Notes, the Internet, and intranets (O’Leary 1998), Wiki (Raman et al. 2005).

Research in the field of knowledge creation based on data stored in databases and data
warehouses through mining not only raised new questions of how to store and access data efficiently
(Hewlett Packard Enterprise Development LP. 2000; Han et al. 2012; Inmon 2005; Pavlo et al. 2009;
Reddy et al. 2010; Taylor et al. 2015), but also created new perspective on the perception of knowledge,
information and data connections that confirms Tuomi’s insight declaring that knowledge is needed
before data are collected and indeed, it determines which of these data to store (Tuomi 1999). This
becomes significantly important in industries, were the data capturing is set like in software
development industry this denotes the logging aspect (Oracle America Inc. 2005; Chuvakin and
Peterson 2010; Marty 2011; Suneetha and Krishnamoorthi 2009). By deciding what to log, it can be
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seen, that data emerges only after we have information, and that information emerges only after we
already have knowledge (Tuomi 1999). In other words, only with sufficient knowledge the time of
application development, it can be decided what data shall be logged to provide useful information
for the bug investigation afterwards and that knowledge then becomes information (Maryam Alavi
and Leidner 2001).

3. Methodology

This classification is based on the following procedure. First, papers that associates ICT with
knowledge management initiatives were identified with the help of “ICT knowledge management” as
keywords in the ScienceDirect database, which represented the primary source of investigated studies.
The secondary database was represented by Google Scholar. Single technologies described in papers
were identified. The endeavor not to include papers focusing on integration of ICT into an enterprise,
which represented the majority in the returned set of studies, was the primary applied filter. Second,
since many paper related knowledge management with both data-warehouses and data mining, the
next step was focused on search of paper associated with this technologies. Since identified papers
were mostly connected with technologies themselves and rarely associated with knowledge
management initiatives, the Google Scholar database was used together with keywords “classification
ICT knowledge management”. Third, this was later extended by the keywords “knowledge
management systems”, since many retrieved papers termed application of ICT in knowledge
management as knowledge management systems. Fourth, keywords “data information knowledge
definition” were used in Google Scholar. Fifth, real applications in practice were searched with the
help of “application ICT knowledge management” as keywords. The main rationale was to avoid
theoretical studies and to identify case studies. Last, keywords “application logging knowledge” were
used. Although many papers were out of scope (nature sciences, physics, or ornithology), some
valuable papers focused on knowledge management were identified.

4. Classification of ICT in Knowledge Management

This section focuses on the classification of ICTs used knowledge management according to
several classification categories divided into individual sections for the convenience of the reader.

4.1. Transfer of Tacit and Explicit Knowledge

Organizational knowledge is generally classified into explicit knowledge and tacit knowledge
(Lin et al. 2008). Where explicit knowledge denote knowledge that is more easily codified (Levin and
Cross 2004), it can relatively easily be formulated by means of symbols and can be digitalized. This
knowledge can thus with relative ease be transferred to others by e.g. the use of information
technology (Johannessen et al. 2001). On the other hand, tacit knowledge denotes now-how that is
difficult to codify or explain (Levin and Cross 2004), it is represented by skills (Foray and Lundvall
1998; Johannessen et al. 2001). It is highly personal, context-specific, and therefore hard to formalize
and communicate (Woo et al. 2004). It is also expressed by M. Polanyi by “we can know more than we
can tell” (Polanyi 1998).

Based on the definition of tacit and explicit knowledge, it could be concluded that the knowledge
transferred using ICT denotes only explicit knowledge and no tacit knowledge. This has been
confirmed by research proving that tacit knowledge is mainly transferred by non-ICT methods, with
explicit knowledge being transferred via a combination of methods (Nguyen and Burgess 2014).
However, it has been already concluded, that tacit knowledge can be also transferred by video record
(Linde 2001; Nonaka and von Krogh 2009), video conferences, over the phone and by email (Smith
2001). Considering these research findings, the ICTs could be classified into following categories:
enabling transfer of explicit knowledge and allowing transfer of tacit knowledge.
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4.2. Technological Differences

Next classification of ICTs that can be found in the literature, is the classification of ICTs used in
knowledge management by dominating technology. The majority of knowledge management systems
as can be concluded through analysis of above cited technologies used in organizational knowledge
management systems and as already stated in review paper (Alavi and Leider 1999b), all of these used
in organizations are based on following technologies: browser, electronic email, search/retrieval tools,
information repositories, www server, agents/filters, external server services and videoconferencing.

4.3. Interaction and Synchronicity Aspects

The aspect analyzed in this section denotes the aspect of interaction. As it has been confirmed
before by extensive research, learning by doing is the most memorable way of doing things, in other
words, we learn best by doing (DuFour et al. 2006). As resulted from research in the field of learning,
there is only one effective way to teach someone how to do anything, and that is to let him/her do it
(Schank et al. 1999). The difference between memorizing explicit knowledge and the practical learning
by doing become greater in the process of simulations as C. Aldrich stated: simulations may work in
practice, but they certainly do not work in theory (Aldrich 2005).

The classification of this paper includes the aspects of synchronicity and interaction. This
classification aspects were chosen based on learning by doing aspect that denotes synchronous
practicing and with needed interactive user participation. Further, the asynchronous mode allows
incredible flexibility (Wheeler and Fournier 2001) therefore it is considered to denote a very important
factor of ICTs in organizations. These two aspects could be put on axes to divide the plane into 4
quadrants. Technologies associated with particular quadrants are stated in Table 1. Considering these
2 aspects (4 categories), all the above mentioned ICTs can be assigned into.

Table 1. Classification of mentioned ICT in specific quadrants.

Quadrant ICT focused on
Infobase, knowledge base, mobile knowledge
base, network, electronic rapports, knowledge
mapping, Lotus Notes, expert systems,
intelligent agents, computer resident knowledge

repositories, data mining, data warehouse,
Asynchronous, routines that are programmed in the logic of
Passive computational machinery and on data residing in
Interaction data warehouses, use of email or group support
systems, codification approach, in which a
central repository holds knowledge under
categories such as programming bugs, quality
control reports, new developments, World Wide

Web, Wiki.
Asynchronous,
Active Internet, Intranet, Search engines, Smart systems
Interaction
Synchronous,
Active Digital discussion platforms
Interaction
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Synchronous,
Passive Multimedia (Video record, Sound record)
Interaction

Asit can be seen, the prevalently used ICTs in the field of knowledge management denote passive,
asynchronous technology that constitutes explicit knowledge. However, observing the organizational
daily life, we can see more uses of ICTs than those mentioned in cited articles. It is important to
mention, that people memorize more by watching and seeing than by reading (Aitken 1994; Mattingly
1972). And also singing a melodic song is easy to memorize and thus, easier and faster to learn than
by reading (Dixon 1991; Ludke et al. 2014). Pictures are easier to recall than words (Paivio et al. 1968).
Although watching a clip is more than reading a text, people learn by repeating activities (Morris and
Reid 1970) and not only from one time action.

The second quadrant denotes the “Learning by doing” way. It lists the ICTs that require active
interaction by the user, e.g. simulation-based software applications or modelling tools (Otcenaskova
et al. 2011). They are creating the room for the end user to make questions, for the lector/leader to
repeat actions and to transfer tacit knowledge on this way (Aldrich 2005; DuFour et al. 2006; Wheeler
and Fournier 2001). Asynchronous but interactive courses allow to differently and efficiently divide
time according to the time demands on the user side. The user can stop anytime and continue where
he/she last broke up next time.

Asynchronous and passive knowledge bases are very often perceived to be tedious, boring as
pure reading is very often being classified (Grauert and Remmert 2012). Therefore, learning only by
reading theoretical articles, in particular in technical sciences containing several complex equations, is
very demanding and boring and thus transforms only explicit knowledge.

The higher the synchronicity the higher the possibility of transferring tacit knowledge and the
higher the interaction demand, the higher the learning comprehended by the end user. Considering
these aspects, the business organizations should try to use the ICTs with interactive approach whereas
possible for both, synchronous (transferring also tacit knowledge) or for asynchronous mode
(efficiently using time) to assure efficient knowledge transfer and management.

5. Conclusions

Several aspects of knowledge management, such as its relationship with national culture (Brunet-
Thornton and Bures$ 2013) has already been investigated. This paper aims to add knowledge to the role
of ICTs in the field of knowledge management by reviewing their role in various studies. Particular
sections introduce complexity of knowledge management (Tucnik and Bures 2013), applicable on
various economic systems such as cluster initiatives (Bures et al. 2012), an overview of ICT uses in the
field of knowledge management, while the last section provides various classifications of ICTs
according to different criteria.

It opens a debate on appropriate usage of ICT in knowledge management. It emphasizes that
knowledge is required before data gathering, otherwise it is complicated to promote data to
information and consequently to knowledge. Moreover, the paper offers three classifications of ICT.
Results from the first classification reveal that tacit knowledge are mostly transferred by multimedia.
Results associated with the second classification shows that majority of technologies are based on the
World Wide Web or databases. The third classification represents the novel point of view. While the
first two classifications present various technologies, the third one focuses on synchronicity and
interaction. It stressed that synchronicity positively influences independence and flexibility of work.
On the other hand, it negatively affects time of work and causes delays. Interaction deals with
increasing ability to learn by more intensive inclusion and activity. Thus, this aspect can significantly
help with internalization of knowledge.
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Abstract: The main objectives of the study are to formulate the concept of inclusive development of
the Russian agricultural economy, develop a system of indicators for inclusive development, and
assess the level and key patterns of inclusive development of agriculture in Russian regions. The
article considers the relevance of the inclusive model of development of the Russian agricultural
economy, defines the inclusive development of the agricultural economy, and develops a system of
indicators for evaluating inclusive development. The index of inclusive green growth is calculated
on the basis of the presented system of indicators. Based on the grouping of regions by the index
value, the inverse relationship between the development of agriculture and emerging problems in
the field of environmental protection is revealed. Based on the results of the study, the following
conclusions can be drawn: Russian agriculture is developing unevenly both regions and types of
producers, a new approach to economic growth is needed, inclusive development will involve all
regions and types of producers in the growth, the green inclusive growth index is a suitable measure
for new quality growth, development of agriculture on the basis of inclusiveness will provide
economic green growth, reduction of poverty and injustice.

Keywords: agriculture economy; rural areas; inclusiveness; inclusive green growth index;
sustainability; indicators of inclusive development

JEL Classification: P32; O4; R3

1. Introduction

Despite the fact that agriculture is the most dynamically developing sector of the Russian
economy (agricultural - on average 3.2% annually, economy - on average 2.2% annually for the last 15
years) and the production of agricultural products has increased by 50%. There are some issues in
agriculture that make inclusiveness significant. Firstly, only one-third of Russian regions have
increased the growth of the agricultural economy. It means that almost 70% of Russian regions have
decreased agricultural production (Zinchenko 2016). Not at all regions included in growth. Secondly,
governmental subsidies are distributed unevenly across the regions. And the government supports
mainly the large investment projects.
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Figure 1. The ratio of agricultural subsidies in the region to the average for all regions (the amount for
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This is subsidies in the exact region divided by the average value of subsidies in a whole
population of regions. We can say that 50% of budget subsidies fall on 15 Russian regions (out of 85
regions). As you can see some regions receive budget subsidies more than others. It helps them to
modernize and to raise agricultural production. The government support directs mainly in large
projects, large agricultural organizations because they have more opportunities to get government
support. We can draw a conclusion about this from the data in Table 1.

Table 1. Share of organizations, peasant (farm) households and individual businessman received credit

funds and subsidies, % of their total number.

Enterprises of all types Credit funds Subsidies (grants)
Agricultural organizations 24.6 68.8
Including: Large and medium-sized organizations 37.4 75.5
Small organizations 20.4 66.6
Peasant (farm) households 10.7 34.5
Including: Peasant (farm) households 11.7 39.0
Individual businessman 6.9 18.4

In Russia, agricultural products produce four tapes of producers - agricultural organizations,
peasant (farm) households, individual businessmen and households of citizens.
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The table shows that 37% of large and medium-sized organizations receive credits while only
6.9% of individual businessmen get credits. It is the same as subsidies. Almost 76% of large and
medium-sized organizations receive subsidies and just 18% of individual businessmen get credits. In
other words, organizations and other type’s producers have different opportunities for development
(Demichev 2019).

To make Russian food security more sustained there is a need to support peasant (farm)
households, individual businessmen and households of citizens as a parallel alternative of the large
producers, including studying the experience of other countries (Cheng et al. 2018, Berkhout et al.
2018, Mdee et al. 2019). Thus, there is a chance to promote the development of a new model of
agricultural growth. And it can be the model of inclusive development.

2. Methodology

The study used General scientific methods of induction and deduction, analysis and synthesis.
The following methodology was used to build the inclusive green growth index (Inclusive green
growth index 2018):

The scores are converted to a 1-6 scale (worst to best):

((country score - sample minimum))

+ 1 (positive impact) (1)

((sample maximum - sample minimum))

5x ((country score - sample minimum)) +6 (negative impact) (2)

((sample maximum - sample minimum))

The indicators for each group are assigned equal weights and aggregated to compute the group
scores.

IGGI of AE =1/3 (Indicators of Economic growth) + 1/3 (Social justice) + 1/3 (Sustainability of
the natural environment).

We have to do it in order to normalize our data. IGGI of AE was constructed across 78 Russian
regions based on 2017 data.

Based on the calculated rating, the number of Russian regions were divided by the level of
inclusive development of the agricultural economy. The regions were divided into groups according
to the following principle:

B = ((max value of index - minvalue of index)) 3
vnumberof regions ®)

The first group is from min value of the index + h, the second one is min value of the index + 2h,...,

the eighth one is from min value of the index + 8h. According to the value of the index, each region fell
into a particular group in terms of the level of inclusivity development.

The study used official statistics from the Ministry of Agriculture of Russia and the Federal state
statistics service of Russia.

3. Results

3.1. The Definition and System of Indicators of Inclusive Development Agricultural Economy

Inclusive development of agriculture is ensuring equal access to economic opportunities of
development for all agricultural producers and interaction between producers and rural area
population.

Inclusiveness is able to solve such problems as inequality of opportunities for all types of
producers, regional differentiation, poverty in rural areas, the gap in living standards between urban
and rural areas, the decrease in rural population. There is a need to measure the different aspects of
the new model of growth (Demichev 2018), including using best international experience and practice
(Inclusive development index 2018; Sun et al. 2020). It is possible to do a basis on the system of
indicators that can be integrated into IGGI of AE.

There are three groups of indicators — economic growth, social justice and sustainability of the
natural environment. All of these indicators refer to inclusiveness and enable the achievement of SDGs.
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The first group of indicators reflects economic performance, economic sustainability, necessity to
reduce concentration and diversification of producers. Economic performance and sustainability are
fundamental for inclusive growth, as this provides the basis for creating expanding economic
opportunities. The decrease in the concentration of production helps to overcome the consolidation of
land in the possession of one owner. Diversification of producers enables us to save business diversity

(Chiengkul 2019). A whole list of these indicators closely interacts with the second group.

Table 2. Mapping indicators of inclusive development of agriculture to elements of inclusiveness and

SDG goals.
Group of . .. Elements of
. 1. P Indicator (Description) . . SDG goals
indicators inclusiveness
1 2 3 4
Gross value added of agriculture per Economic No poverty
capita, rubles performance
Coefficient of variation of agricultural Economic Decent work
production growth, % sustainability and economic
growth
The average number of agricultural The decrease in Industry,
organizations per 1000 hectares of the concentration innovation and
arable infrastructure
Economic Hirschman-Herfindahl Production Diversification of Responsible
growth Concentration Index (cereals, potatoes, producers consumption
vegetables, livestock, milk) by and production
enterprises of all types
An average level of profitability for the Economic Decent work
last five years, % sustainability and economic
growth
An average level of debt per 1 ruble of Economic Decent work
agricultural productions, rubles sustainability and economic
growth
The ratio of wages in agriculture to Reduced
wages in the economy as a whole, % Access to income inequalities

Change in the number of people
employed in agriculture, %

Employment rate of rural population, %

Social
justice
The change in the rural population, %

Share of the rural population, in the age
from 20 to 39 years old having higher
education, %

Access to work

Access to work

Well-being
The preservation
of the rural
population

Access to
education
Decent standards
of living

Decent work

Sustainable city
and
communities

Sustainable city
and
communities

Good health and
well-being

Quality
education
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Table 3. Mapping indicators of inclusive development of agriculture to elements of inclusiveness and

SDG goals (Continuation).

1 2 3 4
The methane emission coefficients from Reduction Sustainable city
cows in the region, kilograms per cow potential impact and
annually of climate change communities
Climate action
The methane emission coefficients from Reduction Sustainable city
other cattle in the region, kilograms per potential impact and
Sustainabi cow annually of climate change communities
lity of the Climate action
natural The costs of protecting the land per Careful Clean water and
environm 1000 rubles gross value added of environmental sanitation
ent agriculture, rubles management
Investment in environmental protection Careful Life on land
for the last five years per 1000 rubles environmental
gross value added of agriculture, rubles management

Air pollution by agriculture, according
to Government Report

Reduction of air
pollution

Sustainable city
and
communities

Economic growth does not necessarily involve the participation of a broad range of people and
even areas. A growth is succeeding if all participants have the same opportunities to get income, work,
education (Cobham and Klees 2016), well-being and high level of live standards. All of the social justice
indicators illustrate it. The last indicator reflects the question of how many young and educated people
rural areas have. It is essential because of this type of citizen the readiest to develop and create

something new, something innovative.

The potential impact of climate change is measured in terms of methane emission from cows and
other cattle. The costs of protecting and investing in environmental protection show careful
environmental management as an essential element of sustainability of the natural environment

(Green Growth Knowledge Platform 2013).

The level of air pollution is measured according to the government report about air pollution by

agriculture. If there is the air pollution, we put 1, if not, we put 0.
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environment
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Figure 2. Indicators that were not constructed because of lack of data.

The system of indicators, however, does not cover important aspects of inclusiveness of
agriculture (Figure 2) such as subsidies per peasant (farm) households, share of peasant (farm)
households in a food security, structure of agricultural land by owners, life expectancy gender gap in
a rural area, average income in rural area, access to infrastructure (quality roads in rural area), CO2
emission per GVA of agricultural, waste management, land productivity because of lack of data. And
these are not all indicators that can be used in calculating the inclusive green growth index (Ginige et
al. 2018; Struik and Kuyper 2017; Van Vuuren 2017; Ziankova et al. 2019). In addition, this system of
indicators should be further improved by studying the factors that affect the modern economy and
climate (The New Climate Economy Report 2018).

3.2. Inclusive Green Growth Index of the Agricultural Economy in Regions of Russia

Now we have to turn to the system of indicators. Using three groups of indicators (16 indicators)
and using the methodology of the Asian Development Bank enable to construct Inclusive Green
Growth Index.

Figure 3. The level of inclusiveness of agricultural in Russian regions in the 2017 year.
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We can see that 8 regions have the best value of the Index (The darker the color of the region the
higher the level of inclusivity). It is possible to assume that there is no association between the climate
and the value of the index. There are high-level of indexes on the East and West, North and South.
Regions that are successful in agriculture often have low Index values. This is largely due to the
negative impact on the natural environment of agriculture in these regions, the high level of
production concentration and the increased debt burden of producers, and some other factors.

Table 4. Number of regions by the Index value.

Index value

Group of regions Number of regions From To
I 9 2.87 3.19
I 18 3.20 3.37
I 22 3.37 3.54
v 21 3.55 3.72
Vv 8 3.73 427

If we look at the best and the worst regions according to inclusive development, we can see that
environmental sustainability remains the most neglected of the three groups of indicators. The best
regions have a high level in all of these three groups of indicators.

Reglons BereTE e Sea e Sustalnablll.ty of the Incluswe.green growth

natural environment index

| oyanskregion | 1 530 [ 30 _- [ o
| | Republic

of Mari El -1 302 — 365 —  2.89

— Tver Region ] — 319 — 345 —- — 2.93

gm Sakhalin Region — 458 — 374 — 328 — 3.87

gg TyumenRegion — 379 — 404 — 469 — 417
| | Republic

of Sakha (Yakutia) 4.61 — 334 — 473 — 423

Figure 4. Inclusive Green Growth Index in three the worst and the best regions.

If we take the worst region, we can see that in economic growth the region has a lot of problems.
Succeeded in agricultural production the region not sustainable and has a high level of concentration
and debt. In addition, there are some problems with social justice, air pollution, and methane emission.
In general, focusing on the sustainability of the natural environment indicators is the top priority for
the regions. As you can see, analysis of indicators enables to set development priorities and align
investment decisions with broader sustainability objectives.

Consider the region that occupies the last position in the ranking — the Bryansk region. This is an
agricultural region that has received significant investments in the development of agriculture in
recent years (2.5 times more than in Russia on average). The Inclusive green growth index equals 2.87.
It is the last position in our rating. Economic growth is position 67.
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Figure 5. Values of economic growth indicators in the Bryansk region.

Having high values of gross value added per capita, having a high level of state support, the
region has a high level of debt, a low level of profitability (largely due to specialization in the
production of low-profit cattle products). It is also worth noting that the region is increasing the
concentration of production, resources are increasingly consolidated in large enterprises. The Index of
social justice leads the region to position 9.

Thanks to the development of agriculture in the region, a high level of employment, including in
agriculture, is achieved a high level of wages relative to the values of the average in Russia.

0,00 1,00 2,00 3,00 4,00 5,00 6,00
Education ["38Wm ‘ ‘ ‘
Change in the rural population | 60 | |
Employment of rural population | 27 | |
Employment in agriculture | 26 | |
The ratio of wages | 5 ‘ ‘ ‘ 1 ‘
0,00 1,(50 2,50 3,60 4,60 5,60 6,00

Figure 6. Values of social justice indicators in the Bryansk region.

Special problems for the region developing agriculture arise in the field of environmental
protection. We see that air pollution and methane emissions are high (the region specializes in veal
meat production). Thus, the regional authorities will have to solve the identified problems in order to
increase the sustainability of the region's economy. They should correct a model of growth in their
regional agriculture as we know that better growth gives a better climate. (Global Commission on the
Economy and Climate 2014).

0,00 0,50 1,00 1,50 2,00 2,50 3,00
Air pollution by agriculture [ 77 -
Investment and environmental...f 76 ‘ |
The costs of protecting the land | 67 ‘
Methane emissions (other cattle) | /8 -
Methane emissions (cows) | 48 ‘ ‘ : : |
0,00 1,60 2,60 3,50 4,60 5,60 6,00

Figure 7. Values of social justice indicators in the Bryansk region.

4. Discussion

Thus, inclusive development is particularly relevant in the context of modern development of the
Russian agricultural economy. Concentrating production in large enterprises, in parallel, there are
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problems of excessive indebtedness of enterprises, reducing their number, and high load on the
environment. An inclusive model that involves other participants in the agricultural economy in
production will reduce these problems and thus increase the sustainability of the Russian agricultural
economy. However, it is worth noting that further detailed research is required on the factors of
inclusive development, including the impact of digitalization of agriculture on its inclusiveness, the
relationship between inclusivity and quality of life indicators, infrastructure development, inclusivity,
and climate change issues.

5. Conclusions
The results of the study allow us to make the following key observations:

¢ Russian agriculture is developing unevenly both regions and types of producers.

e DPeasant (farm) households, individual businessman and household of citizens need special
support because they receive less subsidies and loans and are also an integral part of inclusive
development.

e A new approach to economic growth is needed because economic, social, and especially
environmental problems accumulate.

¢ Inclusive development will involve all regions and types of producers in the growth.

e The green inclusive growth index is a suitable measure for new quality growth.

e However, a number of key indicators are missing from official statistics, including those directly
related to SDG's, which indicates the need to improve the system of indicators that track inclusivity
and sustainability.

e Many Northern, Siberian, Dalnevostochny regions (such as Sakhalin Region, Tyumen Region and
Republic of Sakha) that is, non-agricultural regions of Russia, showed high index values, which
also indicates the emerging contradictions between green inclusive development and the current
model of the agricultural economy.

e In agricultural regions (for example, the Bryansk region), problems such as rising debt, excessive
concentration of production, air pollution, and methane emissions are increasing. All these
problems are amplified by the implementation of the current agricultural policy of concentration
of production in certain regions and certain large organizations.

e Development of agriculture on the basis of inclusiveness will provide economic green growth,
reduction of poverty and injustice. In particular, this will allow Russia to develop and support
small agricultural enterprises and rural areas, reduce inequality between urban and rural areas,
and fully include the rural population in economic growth and well-being.

In conclusion, it is clear that there is a need for a new type of growth that helps to involve regions
and all producers in development, reduce the burden on the environment, and stop the decline in the
rural population. Based on new indicators inclusiveness will help change our priorities, ways of
investments and thinking. Inclusiveness has a lot of factors that should be researched further.
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Abstract: Algorithms of neural networks (NN) can search and represent both structured and not
structured data, we employ then on financial time-series. This paper describes the use of Long short-
term memory (LSTM) for FOREX pair EUR/USD price prediction. Aim of the paper is to test and
proposes the best time block to predict based on a daily FOREX data. We employ the mean of absolute
errors and the least mean squared errors to assess prediction results in order to find the time block.
We tested time blocks from ten to fifty-eight days and 100 or 300 epochs. Training dataset contained
daily exchange rate data from 1.4.1971 until 9.5.2019. The best performing network has been trained
for 30-day period and 100 epochs. This paper also describes the effect of training for a high number
of epochs.

Keywords: neural networks; FOREX; forecasting; long short-term memory; time block

JEL Classification: C45; C53; F31

1. Introduction

Forecasting is one of the essential tasks that humans are trying to achieve. That is why economic
time-series were the aim of prediction for a very long time. In the late 90’ financial time series, such as
stock market and Foreign Exchange (FOREX), were described as a phenomenon with nearly like a
random-walk process behavior, with statistical properties different at different points in time as the
process is time-varying, making the prediction almost impossible (Hellstrom and Holmstrom 1998).
Twenty-one years later is our set of tools wider and computational power incomparable. With their
use we try algorithms to learn from repetitions and patterns to predict the next period. The methods
are moving forward very quickly yet long-term or extremely short-term remains as a significant
challenge and mainly intraday trading needs to be explored (Pradeepkumar and Ravi 2018).

Algorithms of neural networks (NN) can search and represent both structured and not structured
data — for instance, natural language processing, time series or image data (Abdel-Nasser and
Mahmoud 2019; Pena-Barragan et al. 2011). In image data processing can be found examples about
fixing an image (Wolterink et al. 2017; Yang et al. 2018), compression (Sun et al. 2020), super-resolution
(Ledig et al. 2017) or image classification (Krizhevsky et al. 2012). Algorithms of NN more often occur
in the first position in many competitions. Image processing and time series are a very developed field.
Some of the examples are image understanding, fixing old image damage, styling image and fake
image generating.

Researchers try to improve their models with many variations. For instance, Francesco Rudo
added a new layer of reinforcement learning to his model. With this new model, he got Return of
Investment 98.23 % and with a reduction of drawdown 15.97%. (Rundo 2019)

One of the main problems is the time block used for a prediction. This is the aim of our research.
We perform a mid-term FOREX analysis and test a different time block in order to find the least mean
of absolute errors (MAE) and the least mean squared errors (MSE). Time block of a prediction is crucial
to prediction accuracy. With an extended period, we get too far into the future and lost accuracy. With
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a short time block, we also get very inaccurate results. It is caused by missing information about the
previous trend.

The paper is divided into several parts. In the first chapter, we describe the connection between
FOREX and neural networks. In the second chapter, we explain RNN and LSTM network architecture.
Also, we describe the data we used and the methodology of processing. The third chapter describes
the result of time series prediction we have achieved.

2. Methodology

2.1. Topic Overview

Regarding the Web of Science database, the topic of FOREX and forecast a query “FOREX AND
forecasting” shows an increasing trend for the last decade. Since 2015 there is almost three times the
number of published articles, see chart below. About 30% is related to computer science.
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Figure 1. Yearly count of articles focused on FOREX.

Keyword analysis in Figure 2 shows the connection between FOREX and keywords such as
forecasting, machine learning, neural networks, prediction in a total of 76 keywords. The minimum
occurrence of keyword was 5 times. The amount of all used keywords is 1,687 from 423 articles. This
analysis suggested suitability of employing recurrent neural networks (RNN) for FOREX value
prediction. We also found out there are not many research papers using long short-term memory
(LSTM).
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Figure 2. Keyword head map of a search for "FOREX" word.
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2.2. Recurrent Neural Networks

Humans do not start their thinking from scratch every second. As we do something, we
understand and we build our experience on previous knowledge. We do not throw everything away
and start thinking from scratch again. During the reading, we understand every word in the context
of other words.

Traditional neural networks don't have a memory. For instance, imagine your network is trying
to solve a classification task. To be correct classify every frame of a movie. Every point of the timeline
has to be described. It is impossible to understand a movie in context if the network does not have any
information about previous events in the movie.

RNN is a network with architecture which address this issue. RNN contains a loop to allow the
network to persist information. A loop allows information to be passed from one step to the next one.
(Hochreiter and Schmidhuber 1997)

This loop makes a recurrent neural network less clear for understanding. For better
understanding, we can imagine recurrent networks as multiple copies of the same network. Each new
one is created from the previous network. Consider it as a loop.

This brings us to the general use of RNN. They are high with time series. The incredible success
of RNN applied to a variety of problems: speech recognition, language modeling, translation, image
captions, traffic predictions and our primary target price predictions. (Abdel-Nasser and Mahmoud
2019; Carapuco et al. 2018; Sidehabi et al. 2016; Zhao et al. 2017)

A special kind of RNN is LSTM. They are capable of learning long-term dependencies and were
introduced in 1997. LSTM has been proven to be high performing on various problems. (Hochreiter
and Schmidhuber 1997)

LSTM is designed to avoid the long-term dependency problem. They keep information for long
periods. As we described in the previous part, all RNN have some form of a loop like repeating
modules. LSTM also has a loop like a repeating module. The architecture of the LSTM cell is illustrated

in Figure 3.
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Figure 3. An illustration of LSTM cell with memory pipe. (Varsamopoulos et al., 2020)

The key part in a LSTM cell is C line. C represents a memory pipeline. LSTM has an ability to add
or remove information to the memory regulated by gates. Gates x and + are a way to let information
thought optionally. The o layer outputs a real number between zero and one. This value represents
the impact of information. Zero is for no impact one and one is for very important one.

2.3. Dataset, HW and Data Treatment

FOREX currency pairs are divided into three groups - major, minor and exotic. (Broto 2013;
Laherrere and Sornette 1998) Major currencies are the most used. For instance, EUR/USD (our choice)
or GBP/USD and others. Minor currencies are less traded and have lower liquidity - for instance,
Norwegian krone. For different pairs a different behavior can be observed. Hence, similarly to a
problem of various industry evaluation a different approach has to be taken in order to assess the
development (Hedvicakova and Kral 2019), i.e. one strategy won't fit for all and for each pair the
processing will results in a different NN settings. Regarding the settings, one of advantages is that
FOREX is one of the most available sources of data which provides enough training data. It is one of
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the reasons why we choose FOREX for our time series forecasting. Specifically, a public dataset from
kaggle.com with the only date and close value of EUR/USD price. (Mahesh 2019)

For better results, we are using for pre-processing MinMaxScaler from library Sklearn. This
feature scaler gets minimal value and maximal value. This value then recalculates all dataset values to
fit the given range in the constructor.

Feature scaling is a technique to standardize the independent features in a fixed range value. It is
done to reduce network size. For instance, with the adequately distributed value, we can use a small
network. We used feature scaling for the price value. That means our results are also scaled values. As
for post-processing, we also used the same instance of feature scaler on predicted values.

To reach our goal, we divided the input dataset into slices in a range from 10 to 60 days. This
period is a shape for training and also for later predictions.

The trained model is pure LSTM architecture from 1997. (Hochreiter and Schmidhuber 1997) We
are using the LSTM layer provided by Keras framework. Our architecture uses three output units
connected into a fully connected Dense layer. We used mean squared error (MSE) loss function with
RMSprop optimizer.

LMST input has as many dimensions as time block used for a particular model. Generally, we are
using a structure with shape (N, 1).

Our model is drawn by Keras utility method mode_to_dot in Figure 4.

139952235169832

Istm_1: LSTM

dense 1: Dense

Figure 4. Model architecture with one LSTM and one Dense layer.

LSTM, RNN and NN generally are very performance demanding. Our computation computer
has two dedicated cards with a total of 7,934 CUDA cores. These cards are one of the top-performing
gaming cards of current NVIDIA cards. Because of frameworks support, we decided to use NVIDIA
cards only. One of our cards is 1080TI with 11,176 MB graphic memory and 1,607 MHz max clock rate.
Another one is 2080TI with 11,019 MB of graphics memory and 1,545 max clock rate. Used processor
is i7-8700 with 3.20 GHz clock.

We used as a programming language Python in version 3.7.3. For programing in Python, we used
a web-based interactive computational environment Jupyter Notebook. Keras is our main used
framework. Keras is a top-level framework with high abstraction on top of Tensorflow. In new versions
of Tensorflow (2.+) is Keras integrated.

Prediction validation was calculated by MSE and mean absolute error (MAE). Both methods are
commonly used for neural network loss calculation. In our case, used loss function was MSE.

e = Y=Vt 1
where y is the actual value and J is predicted value.
For validation of results, we used MSE

MSE = Zt=1 eg/N )

where e, is the difference between the predicted and the the actual value. N is a number of
observations.
Mean absolute error is a measure of the difference between two continuous variables.
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N
MAE = Zt:lletl/N (3)
where N is the number of observations.
3. Results

FOREX price forecasting is an exciting field of study. Our very simple model with only one LSTM
layer shows excellent performance on this dataset. We proved the correlation between input time block
and prediction accuracy. The best performing model has an MSE value 0.003052 and MAE 0.002390.
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Figure 5. Best performing LSTM network on 30 days period trained for 100 epochs.

Impact of time block input on LSRM forecast accuracy can be seen in Table 1. Some time blocks
are really close to the best performing 30 days period. An exciting result has a 26 days result. This
block shows one of the worst accuracies. The worst block is 38 days, with 100 epochs.

We also test the impact of training length i.e. an impact of epochs counts on the accuracy. In the
case of three times more epochs, we got very different results. For instance, the best performing 30-

day period has 59 % worse accuracy. For a difference between 100 and 300 epoch training length see
fig below.
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Figure 6. Comparison of 100 and 300 epoch training length.

Table 1. Table 1 represents results of calculated errors MSE and MAE. Best performing
combination is bold and second is italic. The best performing network is a combination of 30 days
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period and 100 epochs of training. It is essential to know that these results are directly dependent on
our architecture.

Table 1. Results table of MSE and MAE value for every tested network.

Time period in Number of epochs MSE MAE
days
10 100 0.003427 0.002776
14 100 0.004097 0.003015
18 100 0.004671 0.004050
22 100 0.004666 0.004056
26 100 0.005178 0.004641
30 100 0.003052 0.002390
32 100 0.004152 0.003531
34 100 0.003548 0.002768
36 100 0.003377 0.002634
38 100 0.006203 0.005553
40 100 0.003491 0.002788
42 100 0.004744 0.003843
44 100 0.003873 0.003068
46 100 0.003696 0.002895
48 100 0.003987 0.002976
50 100 0.004229 0.003231
52 100 0.004821 0.003797
54 100 0.003890 0.002917
56 100 0.006394 0.005796
58 100 0.003421 0.002556
10 300 0.003536 0.002752
14 300 0.003961 0.002930
18 300 0.005398 0.004468
22 300 0.005036 0.004475
26 300 0.003479 0.002725
30 300 0.005140 0.004565
34 300 0.004205 0.003436
38 300 0.005318 0.004628
42 300 0.004561 0.003661
46 300 0.004879 0.003844
50 300 0.004976 0.004276
54 300 0.003485 0.002605
58 300 0.005875 0.004888

Full length of training our 33 variations was around 27 hours. We used the method of parallel
training to decrease the amount of final time.

4. Discussion and Conclusion

Although not many papers described RNN and LSTM employment for the FOREX prediction, a
heading of our research can be compared to results of e.g. (Sermpinis, Dunis et al. 2012) who chose the
same pair EUR/USD pair and also a daily data. A larger set of methods was employed where RNN
was compared to e.g. results of autocorrelation-based models but with mixed results. When RNN was
compared to a hybrid model of adaptive particle swarm optimization and radial basis function in
another study by (Sermpinis, Theofilatos et al. 2012), the hybrid model outperformed it by 9% in
annualized return and needed only a half of positions taken. Although a trading pair was EUR/GBP.
Daily time frame data were employed also by (Bagheri et al. 2014; Khashei et al. 2008) although they
employed a hybrid model-based algorithms unlike us.
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Study (Persio and Honchar 2016) employed the same approach as we when utilizing RNN, LSTM,
and adding Multi-layer Perceptron, and the Convolutional Neural Networks (CNN) for a purpose of
FOREX analysis (EUR/USD pair). They applied it also on the S&P500 index. Unlike our approach their
focus was on intraday trading with a minute-by-minute setting regarding FOREX. The best results of
accuracy after training for different architectures by their novel Wavelet + CNN algorithm which
outperformed other NN approaches, including RNN in both stocks as well as forex market, with a
very high 83% accuracy. However, the variation of results was not very high with maximum of
4%preditction accuracy showing RNN suitability for the task. Study (Maknickiené and Maknickas
2012) based EUR/USD trading strategy on LSTM resulting in 4% profit over the test period of three-
day trading steps with an overall accuracy of 65% percent of Pearson’s correlation between predicting
and historical values. RNN and CNN were employed and compared to C-RNN algorithm by (Ni et
al., 2019) for nine volatile currency pairs in the data set with 10 years timespan. Comparison of mean
squared errors of predicted values by different forecasting algorithms where C-RNN performed better
by 10% compared to CNN.

Employed RNN and LSTM methods in our study are suitable and they were successfully
employed by other studies. Although a model specialization into hybrid models creation seems highly
promising (Pradeepkumar and Ravi 2018) notes that more attention should be paid to image
processing algorithms for the needs of FOREX prediction. This opinion is consistent with rather
problematic but still practiced trading of chartism where a certain “image” formation types are being
searched for in order to enter a trading position.

The best performing network is a combination of 30 days period and 100 epochs of training. It is
essential to know that these results are directly dependent on our architecture. We understand that
any algorithm can be, at least temporarily, unsuccessful in an environment with an unexpected
fundament changes such as economic distortion caused by the recent coronavirus. After reaching a
certain point the market became bearish in a three-day panic which affected both the stock market as
well as FOREX. Although algorithms can adjust in the after-initial-panic period the moment of panic
itself cannot be handled properly since there not enough adequate cases of such events. Hence one of
the main challenges will likely remain even after further research, in this promising and organically
fast-growing research area, will be conducted.

Acknowledgments: This paper was written with support of Specific Research Project “Investments within the
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Abstract: The human resource (HR) diversity occurs as a factor that attracts growing attention in the
recent three decades seen to increase the competitiveness and effectiveness of organizations. The
tendency stands in the cultural transformation of society. For organizations in Russia, it becomes
revolutionary thanks to its consequences because, unlike developed countries, this means a new
direction of the management and HR diversity practices happen at the beginning of the development.
However, long-term demographic trends on the Russian labor market and globalization determine
that it becomes a priority for organizations' management. The paper aims at the approaches
regarding HR diversity and the view of the specifics utilized by managers in Russian organizations.
The methodology includes on-the-desk analysis, an online questionnaire survey in Russia in 2018,
and two semi-structured interviews with top managers/co-owners of Czech companies in 2019 as a
basis for sharing know-how. Perspectives can be a pragmatic approach to managing HR diversity.
Recommendations covering HR practices include the new orientation of managerial activities on the
targeted perception, use, and support of diverse labor force, mainly on training and development of
line/operational managers in diversity value and interpersonal communication in diverse
workgroups.

Keywords: diversity; diversity management; human resources; discrimination

JEL Classification: J80; 1.21; M14

1. Introduction

One standard scheme cannot describe the behavior of most people. For an organization to be more
effective in managing and leading people, it is necessary to consider their individuality, exploit their
strengths, and reduce the negative impact of their deficiencies. This approach gives opportunities for
human resource management (HRM) to find practices for managing employee diversity. The term
diversity originated in the US in the 1960s and referred to people diversity in terms of their standard
and mutually differentiated features. The concept of diversity management has a basis on the
recognition that the workforce of an organization consists of people who are different from each other,
and employers should consider these differences as an integral element of their personnel/human
resource strategy and business development.

The relevance of the research presented in the paper is that the topic is on the edge of research
and business administration, both in Russia and the Czech Republic, but increasingly becomes
essential for the sustainable development and represents one of the human resource (HR) priorities in
some countries. This interest evokes current trends related to globalization, border enlargement, and
development of international cooperation. However, Hennekam, Tahssain-Gay, and Syed (2017) point
at significant discrepancies between diversity policies in Europe and the US and the complications of
its implementation in other regions where the local context has a significant impact on the strategies
adopted.
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The paper aims at the identification of approaches to human resource diversity in organizations
and analyzing the situations in managing diverse staff in Russian and Czech environments. Diversity
approaches to people management must introduce into the personnel/HR management system,
especially in the case of Russian organizations due to the demographic situation in Russia and the task
of maintaining competitiveness concerning foreign companies, both on the external and domestic
markets.

2. Theoretical Ground for Human Resource Diversity Management

2.1. Analysis of bibliographic data

We retrieved 8,658 bibliographic records that matched the query in database search in the period
1990-2019: records from the Web of Science databases count for 3,775 and Scopus 4,883. The structure
of bibliographic records shows Table 1. The enormous amount of literature of various sciences does
not allow conducting a complete analysis of all of them. In this paper, the analysis is limited by the
most significant works, considering the citation index related to diversity management, human
resource diversity, human resource diversity management, discrimination and fairness, gender
discrimination, and age discrimination. The study outlines the development of promising directions
in several areas, mostly in management, business, industrial relations, applied psychology, economics,
and social sciences.

Table 1. Bibliographic records by the query in Web of Science and Scopus database 1990-2019.

Query Web of Science! Scopus’

Diversity management 981 1,403
Human resource diversity 15 21
Human resource diversity 7 8

management

Discrimination and fairness 13 14

Gender discrimination 1,873 2,414

Age discrimination 886 1,023

Total 3,775 4,883

Diversity management belongs to the most studied topics in the period 1990-2019 in the USA (247
publications in the Web of Science), England (110), Germany (73), Australia (63), and France (50). In
the CR, it covers 29 publications and in Russia 12 publications. Articles dealt with diversity
management cover according to categories topics from management (394 publications), business (114),
industrial relations and labor (81), applied psychology (76), public administration (74), education and
educational research (58), and economics (47).

In the case of human resource diversity, the order of the number of publications characterizes the
following: Australia (6), Peoples Republic of China (2), and other countries only one publication (Czech
Republic, England, Norway, Kenya, Romania, Slovakia, US). Human resource diversity management
is a topic in publications from Australia (6), Peoples Republic of China (2), and Slovakia (1).

Publications about gender discrimination mainly print in the USA (714), England (150), Canada
(116), Peoples Republic China (104), Spain (98), Australia (88), and in the same period in Germany 60
publications, in Russia 15 and the CR 11. They focus predominantly on economics (234 publications),
women studies (198), management (137), public environmental and occupational health (121),
education and educational research (114), and social psychology (112).

Age discrimination mostly becomes a subject of publications in the USA (367), England (102),
Australia (51), Germany (46), Canada (39), Scotland (23), but in Russia 10 and the CR 7. They belong
to gerontology (139), law (138), management (99), industrial relations and labor (93), applied
psychology (73), and economics (68).
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The number of literature deals with the most analyzed topics increases during almost the last 30
years, as shown in Table 2. It demonstrates that organizations see in diversity management and diverse
human resources potential for development, sustainability, and competitiveness.

Table 2. Bibliographic records by the query in Web of Science database 1990-2019.

Years'

Query 1990 1995 2000 2005 2010 2015 2016 2017 2018 2019
Diversity management 1 4 10 11 42 74 100 121 82 122
Gender discrimination 4 21 30 39 63 116 157 182 179 200

Age discrimination 15 24 19 15 32 47 63 59 58 73

2.2. Literature overview

Diversity management focuses on differences among people accepting innovative potentials of
these differences and lessening human shortages. The result is an atmosphere of openness and
tolerance, where conditions aimed at talent identification, full self-realization, the achievement of
objectives thanks to an effective synergy of competencies of different employees.

The individual's personality traits, working conditions, and team characteristics influence the
individual's behavior in the organization of which the human being is a part, in the context of corporate
culture and national mentality. Personality traits create under the influence of:

e natural factors such as the physiological state of the body, higher nerve activity, memory,
emotions, feelings, and perception,
e  social factors such as education, experience, habits, and social groups.

Each person has the own individual character and is a representative of different national and group
cultures and subcultures.

Diversity management policy recognizes that employees are different. If properly managed, these
differences will contribute to more qualified and efficient job performance. This policy focuses not only
on discrimination issues; it is about understanding the differences between people as a basis for
strategic HR diversity management. The concept of diversity management assumes that mastering HR
diversity creates a productive environment in which everyone will perceive their value, employees'
skills will fully utilize, and the organization will achieve its goals (Kandola and Fullerton 1994;
Kandola et al. 1995).

Diversity management can define in two levels:

e interms of gender, age, nationalities and ethnics, health fitness, sexual orientation, which used to
be the subject of a personnel / HR audit,

e interms of differences between individuals, where the diversity of individuals means differences
in IQ, professional and personal characteristics of employees, and in their EQ, values, opinions,
and beliefs, which is the subject of managing and leading people.

A theoretical ground dealt with diversity management distinguishes between primary and
secondary differences among people. Primary differences, i.e., gender, race, nationality, age, cannot
change and must master them. Secondary differences, i.e., marital status, education, belonging to a
professional group, income level, and professional experience, may change over time (Armstrong and
Taylor 2014). According to Toplis, quoted by Armstrong (2009), a human being contains everything
related to his/her behavior and ways how he/she organizes and coordinates interactions with the
environment. A leader must, therefore, be able to work with different types of employees, understand
their characteristics, integrate different talents, and their competencies to use them for development
and enrichment of group activities (Jetten, Spears, and Manstead 1996).

HR diversity management can see as the art of effective decision making, considering the
similarities, differences, and complexities that people cause. Thomas and Ely (1996) describe the reality
in managing HR diversity based on their analysis of three culturally different organizations and
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identify three distinct perspectives on workforce diversity: the discrimination-and-fairness
perspective, the access-and-legitimacy perspective, and the integration-and-learning perspective
which are acceptable as three basic principles for managing diversity. However, diversity efforts in the
workplace have undertaken considerable goodwill, and, ironically, they often end up fueling tensions
(Ely and Thomas 2001). The discrimination-and-fairness paradigm accepts that discrimination is
wrong, and HR monitoring mainly focuses on the achievement of a company’s recruitment and
retention goals. This approach looks at assimilation as well as color- and gender-blind conformism
through pink glasses. The access-and-legitimation paradigm, on the other hand, celebrates differences.
Organizations try to get access to a more diverse clientele, matching their demographics to targeted
consumers.

Nevertheless, that approach can leave employees of different identity-group affiliations feeling
marginalizes or exploited (Ibid.). We believe that the integration-and-learning perspective can use an
HR practice for the achievement of benefits from diversity. Shen et al. (2009) see all three perspectives
useful in motivating managers to diversify their staffs, but the inequality and discrimination still
widely exist, and HRM mainly focuses on compliance with equal employment opportunity and
affirmative action legislation.

As above-mentioned, the manifestations of discrimination persist and take the form of a
prohibited unequal relationship whose purpose or effect is to put a person in a less favorable situation
against another person who is otherwise comparable to that person but is based on a prohibited
manifestation unequal relationships, including violations of a person's rights and instructions to
discriminate a person (Roosevelt 1992). The management of the organization strives to combat
discrimination in the workplace through the implementation of an equal employment opportunity
(EEO) policy and declarations of tolerance towards people. Labor legislation provides legal means to
combat discrimination, but none of these instruments can effectively counteract hidden forms of
discrimination. The statement applies to the EEO, whose principles lay down in the charter of
organizations and their implementation in order to prevent discrimination against employees (Sharma
2016). The main differences between diversity management and EEO policies are that the first one
involves all employees, focuses on changing the culture of the organization and achieving the business
goals of the employer, exposing people's potential and maximizing the contribution of employees to
achieving the goals of the organization. EEO policy focuses on discrimination against women,
representatives of national minorities, and people with disabilities, and has a weak link with the
organizational culture and business objectives of the organization (Roosevelt 1992). Diversity
management used to be primarily a fight against discrimination in the workplace, even though it
positively and significantly relates to organizational commitment regardless of gender (Kim, Lee and
Kim 2015).

Gilbert, Stead, and Ivancevich (1999) developed a useful diversity management model that shows
that the introduction of the changes proposed in the diversity management concept has a positive
impact on employees and, consequently, on the organization itself. The reasoning uses the fact that
employees can generate many new ideas as they receive the opportunity to do something other than
their usual routine and daily responsibilities. The combination of different skills and team experiments
usually enable to achieve higher productivity than individual work, which is performed
independently and stimulated by providing benefits (Nemeckova 2017). Besides, creative activity in
groups significantly enhances in cases where a minority has the right to vote with the majority, or even
a consensus needs to achieve. That legitimizes the role of the "devil's advocate," which seeks to find
weak links in decision-making and criticize when minority views must include in the final decisions,
and team members have different reasoning and views. The empowerment of representatives of
minorities to express their views has a positive effect, even if these views are wrong (Nemeth et al.
2001). The best way to overcome the group's narrow focus is, according to Nemeth, Brown, and Rogers
(2001):

e  to establish competing groups working on the same problem,
e to build, with the participation of impartial experts, a professional position that critically
evaluates various ideas and opinions,
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e  to generate groups of employees, each of whom has a different function.

The most productive groups characterize an uncertainty about the roles of their participants due
to their active interaction and the absence of hierarchical structures (Janis 1972). The generated
environment usually brings a significant effect - strengthening the spirit of innovation and creativity.
The latest substantial research conducted in 165 corporations from 20 states also confirms the positive
impact of diversity of nationalities on corporate entrepreneurship in the context of globalization of
markets (Boone et al. 2019).

The innovation supports teamwork and the ability to escape, at least temporarily, the established
pressure of organizational tasks. The most effective teams are those characterized by the influence of
minorities, competition, heterogeneity, and interaction. In other words, people should divide (as
experts in their field), and at the same time, they should connect (to build a team).

Dobbin, Kim, and Kalev (2011) believe that firms with workforce diversity intend to more extent
than others to develop diversity programs. Kalev, Dobbin, and Kelly (2006) analyze three approaches
applied by employers to encourage HR diversity. Their findings show that some programs aimed at
the development of organizational responsibility for diversity, others at lessening managerial bias
through training and feedback, and the last ones at minimizing the social isolation of women and
minority workers. They provide arguments that initiatives focused on responsibility for diversity lead
to the broadest increases in managerial diversity. Additionally, as D'Netto et al. (2014) discuss in the
case of the Australian manufacturing sector, employers can utilize a potential covered by human
resource diversity if they build trust among employees, monitoring the HR diversity, invest in
diversity training, networking, and mentoring.

3. Methodology and Findings

3.1. Methodology

The methodology insists on several methods that enable a triangular analysis. The research
combines state-of-the-art knowledge identified by in-depth-analysis in secondary sources with data
collected by online questionnaire surveys and semi-structured interviews. The online questionnaire
method uses for collecting data in Russia and semi-structured interviews in the Czech Republic due
to the possibilities to address respondents in the mentioned countries. Researchers utilize their
observations as well as findings from their long-term research about toxic labor relations in both
countries. The reasoning methods are first that ethical aspects of employment deal with social
phenomena deeply rooted in history, culture, values, and behaviors, which influence a discrimination
bias and prejudices. Secondly, based on bibliometric analysis, it is evident a need to formulate an
umbrella view about approaches to diversity in Russian organizations and to identify main issues in
managing HR diversity. HR practices in the Czech environment can be useful as a benchmark in the
case if we find them as effective best practices applicable in another Slavonic culture. Therefore,
research collects and analyses data by an interpretative group of methods that reveal the meaning-
making practices of human subjects to get a basis for achieving results, emerging questions for the
practice, and ideas for future research. Respondents are employees, HR professionals, senior and top
managers, to understand their attitudes to HR diversity among both managers and employees. The
questions asked in the questionnaire research and used in semi-structured interviews include Table 3.

Research questions reflect the state-of-the-art in secondary sources and gaps in knowledge about
human resource diversity management in Russian organizations. The paper intends to find answers
using HR best practices in the Czech environment to the following:

1. What approaches exist in human resource diversity management in Russian organizations?

2. Which approaches to human resource diversity management can develop in Russian
organizations?

3. Which HR best practices can recommend for designing human resource diversity management in
Russian organizations?
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3.2. Findings of human resource diversity in Russian organizations

The online questionnaire research includes answers received from 29 respondents employed in
different Russian organizations in different areas of economic activity in the period from September
to October 2018. The most significant number of respondents work in production (28%), customer
support (22%), services (13%), trade (8%), energy industry, construction, and healthcare (each of them
roughly 5%). The survey involved respondents mainly from medium and large enterprises, namely
31% of respondents in enterprises with 50-249 employees, 42% of respondents in enterprises with 250
employees or more. In microenterprises, up to 9 employees were 8% of respondents and in small
enterprises with 10-49 employees: 19 0 of respondents.

The sample of Russian respondents characterizes the following:

e 22 women (76%) and seven men (24%),

e Respondents are aged 21 to 34: nine (31%), 35 to 44: nine (31%), aged 45 to 54: seven (24%), aged
55 and more: four (14%),

e 15 respondents occupy senior positions (52%), three are top managers (10%), eleven respondents
work as professionals (38%).

Respondents who work in the company for less than one year are five (17%), 1 to 2 years also five 17%),

two to five years - eight (27%), five to ten years - five (1%), ten or more years - six (21%).

The results of the survey shown in Table 3.

Table 3. Results of the online survey of Russian employees in 2018 (% of respondents).

Rather Rather ,
1 Idon't

List of questions Yes yesthan  nothan No

know
no yes
1. Does your organ.lzatlén support employee 241 379 241 34 103
diversity?
2. Does your organization's management show
through its actions that employee diversity is 20.7 27.6 27.6 6.9 17.2
important to the organization?
3. Does your organization commit to diversity? 20.7 241 31.0 17.2 6.9
4. Does your organization respect the
individuality of its employees and value their 34.5 241 27.6 10.3 3.4
uniqueness?
5. Is your orgam.zatlo.n tl.‘y.erg ’Fo implement cadre 103 241 379 276 0
diversity initiatives?
6. Can anyone apply. for any job, regardless of 55.2 310 6.9 34 34
nationality?
7. Does your organization ensure that employees
are treated fairly, regardless of their unique 44.8 24.1 20.7 6.9 34
characteristics?
8. Do employee§ of your or.ga.ruzatlon respect 310 483 13.9 6.9 0
their characteristics?
9. Have. y01.1 elver .w1t1.1essed or beer} tha? victim of 041 0 0 621 13.9
discrimination in your organization?
10. Do all employ.e.es in your.orgamzatlon have 31.0 310 20.7 172 0
equal opportunities for their career growth?
11. Did the experience gained by working in your
orgafuzatlon cc.)nhjlb'ute toa deeper. . 62.1 276 34 34 34
understanding of the individual characteristics of
people?
12. Do you efflc1ently.de.‘al W}th people who have 58.6 76 13.9 0 0
values and characteristics different from yours?
13. Have you e.ver. had to change your working 379 276 13.9 179 34
style to suit different employee needs?
14. Do your organization policy and behavior 276 345 13.9 103 13.9

discourage manifestations of discrimination?
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15. Do you think that the organization must take

appropriate measures in response to cases of 724 27.6 0 0 0
discrimination?
16. Does the management con51d?r as'essc?r'lt'lal to 310 276 179 6.9 179
meet the needs of employees with disabilities?
17. Are employees of different age groups equally
L 37.9 241 241 13.9 0
evaluated by your organization?
18. Does your orgamzatlon have.z jokes about 103 103 310 14 0
racial, ethnic, and gender issues?
19. Does the organization provide an environment
for free and open expression of ideas, opinions, 31.0 31.0 20.7 13.9 3.4
and beliefs?
20. Does your manager su.pport the idea of cadre 310 310 103 13.9 13.9
diversity?
21. Does your manager addr.ess the .dlversﬁy 310 310 13.9 103 13.9
questions of cadres satisfactorily?
22. Does your organization work to increase the
value of cadre diversity and the development of 241 20.7 20.7 31.0 3.4

multiculturalism?

The sample of respondents represents a small insight into the Russian reality and gives
information for assessing the situation in HR diversity management:

e 86.2% of respondents agree or somewhat agree that everyone can apply for any job, regardless of
nationality.

e 89.7% of respondents gained or slightly gained a deeper understanding of people's characteristics
through working in their organization.

e  86.2% of respondents say that they treat or rather effectively treat people who have different
values and characteristics than they do.

e Everyone thinks, or instead thinks, that their organization must take appropriate measures
against discrimination.

e 62.1% of respondents have not yet witnessed or been victims of discrimination in their
organization.

3.3. Cases about HR diversity management in the Czech environment

Case studies as a qualitative research method enable to illustrate best practices in managing and
leading people with the focus on their diversity. Based on data from two semi-structured interviews,
they become a source for explaining the situation in the Czech conditions. It provides an insight in
understanding and utilizing HR diversity in a small and the export-oriented economy and its two
sectors: in the information and communication technology, and consultancy. The interviewees are two
top managers — co-owners in November and December 2019. They partly demonstrate Czech culture
in a highly competitive business and partly managerial approaches to HR practices in the context of a
company’s strategy. The questions of the semi-structured interviews consist of the same as in the
Russian online questionnaire survey, but a critical benefit gives the unstructured part as it generates
ideas for concepts applicable to Russian organizations. Their opinions help formulate
recommendations when answering research questions.

Case study 1. Radek is a co-owner of an IT firm that serves as an Internet of Things (IoT) provider
and supports its clients on a global scale. The firm is a small independent company of a worldwide
network of independent local entities. The top local manager — a partner, makes decisions about
essential HR processes, like recruitment and selection, compensation, promotions, and performance
appraisal. IoT business depends on knowledge workers, so the co-owner is open to recruit and select
job applicants regardless of their background. The only criterion of a perspective team happens if their
members have multi-skills, an ideal member should have a combination of knowledge from IT,
business or law, willingness to work hard, enjoy the fun at work, and continuously develop
competencies (both professional and personal). The salaries are high above the average paid on the
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local labor market as the company fights for talents, operates under intense competitive pressure, and
builds a new portfolio of local customers. The owners accept the work-life balance practices and
flexible working schemes as the main criterion of the employee characterizes at least standard
performance and enthusiasm for development. Any team member can work on the more challenging
projects if he or she performs excellent and has values matching with business ethics, i.e., regardless
of gender, age, and nationalities.

Case study 2. Pavel is a managing partner of a multinational consultancy firm whose local
subsidiaries are in several European countries, and five branches outside Europe. The company
specializes in corporate training and development, coaching, and compensation. The Czech branch
belongs to the micro-enterprise category and cooperates in the frame of an extensive network of
freelance consultants. He prefers in recruiting and selecting people with abilities to be highly
professional, with digital literacy and speaking fluently English. The team is multinational, and some
of them train clients outside the CR in interpersonal communication skills; therefore, they must match
the demographic characteristics of their clients. No written HR strategy or policies in the area of EEO
exists. The company gives opportunities to develop a career from a junior assistant to a consultant or
even a partner. The perspective of any employee depends on personal motivation and engagement as
the company operates on a highly competitive consultancy market with a focus on soft training skills.
No discrimination is acceptable as the core team members must cooperate, share their know-how, and
participate in large projects that are usually for local subsidiaries of multinational enterprises. Flexible
working time allows women to balance their work and family tasks. This practice serves as a useful
tool on how to attract new employees regardless of their age, gender, and nationalities. Wages are
comparable with similar businesses on the local market, but employees get no benefits, like meal
tickets, supplementary pension insurance, and life insurance. Retention of staff is stable during the last
decade and uses as a reference when the company applies for new projects.

4. Discussion

Three research questions focus on the human resource diversity management in Russian
organizations and findings used for answering them are the following:

1. What approaches exist in human resource diversity management in Russian organizations?

2. Which approaches to human resource diversity management can develop in Russian
organizations?

3. Which HR best practices can recommend for designing human resource diversity management in

Russian organizations?

The results about the Russian reality in organizations show that they are trying to combat
discrimination and the phenomenon not welcomed by both the top managers of the organizations and
their teams. People are different, and this does not have only primary concern differences such as
nationality but also secondary ones: marital status, education, place of residence, belief, level of
income, and professional experience. The attitude towards individual characteristics of staff, both top
managers and the teams, is tolerant, and everyone treats the diversity with understanding. However,
full awareness of the need to formulate a diversity policy in working groups and the use of individual
differences as a practice to improve outcomes of the organization has not accepted yet.

Respondents see a potential to develop human resource diversity management because Russia
represents a multinational country with people of different races, cultures, and religions living in it;
the globalization also plays a role in the need to deal with diversity management because many
organizations are trying to enter into international cooperation. HR diversity management is thus
becoming a priority, and organizations' management has already taken some steps towards
developing diversity management.

HRM aims at the implementation of fairness and the reduction of discrimination. Employers may
start with the mission statement declared their will to integrate diverse people in the corporate culture
and to utilize sanctions against them who discriminate against anybody with different characteristics.
In the long-term period, we expect pragmatic approaches to HR diversity management in business
because the decisive factor determining any behavioral changes exists in personal values of
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line/operational managers, i.e., how they motivate and use HR practices in day-to-day matters. A
positive trend occurs among companies in the energy, high-tech, banking, and consultancy sectors as
they monitor and audit the effectiveness of HRM, which covers indicators of people diversity, as well.

A starting point for the improvement in the area of HR diversity management involves a
company s compliance program. HR departments must be responsible for its design, implementation,
and control. Managers responsible for diverse workgroups must receive information and training
about the compliance program, value diversity, and culture diversity. However, the crucial role in this
process plays top managers who usually initiate activities in favor of diversity and give an umbrella
for the development of any HR strategy. Line managers should feel their support and rely on
systematic assistance from HR departments, effective internal communication from top-down, and on
knowing that feedbacks from bottom-up regarding diversity workgroups accept. So far, well-known
HR practices in managing people diversity deal with recruitment and selection; minimum attention
focuses on onboarding, training and development, compensation and benefits, communication, and
interpersonal relations in diverse workgroups.

5. Conclusions

The results of the study show that employers in Russian organizations strive to eliminate
discrimination and try to facilitate the integration of new employees into the organization, while
employees in teams also understand each other and respect their characteristics. It seems that no need
exists to speak of the ultimate elimination of discriminatory practices established here for centuries. A
small number of Russian respondents confirm HR diversity management or their practices in the
organization aimed at utilizing the potential of human resources diversity. The reason is that the topic
has not studied much yet and faces skepticism from both business and science. However,
multinationalism and the pressure to achieve sustainable competitiveness not only on the domestic
market but also on the external market lead to the gradual realization of a business strategy to establish
a system for managing human resources diversity in Russian organizations.

Arguments in favor of HR diversity management cover their positive as well as negative aspects
for employers and businesses. Prospective benefits seem to be an increased work motivation, an
employee engagement to innovate and find unusual problem solutions, to modify personal attitudes
to people with different backgrounds, develop networking, and make easier information exchange.
However, obstacles for practical mastering diverse human resources stem from prejudices,
management bias, language barriers, shortening time for onboarding, and integration into the
enterprise culture. The most perspective HR practice occurs the training and development of line
management in diversity values and mentoring and coaching in diversity management as it can
decrease turnover and absenteeism on jobs occupied by people different than the majority staff.

Acknowledgments: This work was supported by Russian Foundation for Basic Research (RFBR) under Grant
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Abstract: The Czech Republic is one of the dynamically developing countries of the European
Union. However, economic development should take place while maintaining the quality of the
environment. Air quality in the Czech Republic is worse than in most of the old European Union
countries (EU-15). Air quality is negatively affected by road transport, heating buildings,
agriculture and industry. Despite a number of actions taken to pursue low-carbon development,
a lot remains to be done. Poor air quality contributes to over 11,000 premature deaths each year.
The article evaluates the eco-efficiency of currently used solutions in the energy, industry and
other sectors of the economy that have a negative impact on the environment. The publication
also indicates the potential of using renewable energy sources (RES), which are an important
element of low-carbon development. The aim of the article is to present the economic
determinants of low-carbon development. In addition, the article analyses the development of
renewable energy sources and ways to reduce greenhouse gas emission (GHG).

Keywords: economy; low-carbon development; energy; emission; Czech Republic
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1. Introduction

The economic development that has taken place in the Czech Republic over the past three
decades has largely translated into the quality of life of the inhabitants. However, economic
development has gone hand in hand with improving the quality of the environment (Zargbska and
Dziku¢ 2013). To a significant extent, this concerns the emission of greenhouse gases into the
atmosphere. It should be noticed that in the Czech Republic, in addition to excessive GHG emission,
other substances that are harmful to human health and the environment are released into the air, e.g.
benzo(a)pyrene — B(a)P (Frankowski 2020; Wozniak and Pactwa 2018). Harmful substances that often
accompany GHG emission contribute to the premature death of approximately 11,000 people in the
Czech Republic each year (European Environment Agency 2018). It needs to be emphasized that the
changes caused by excessive GHG emission are spread over time. However, an increasing number
of violent atmospheric phenomena, such as fires in early 2020 in Australia.

The article evaluates the eco-efficiency of currently used solutions in the energy, industry and
other sectors of the economy that have a negative impact on the environment (Usubharatana and
Phungrassami 2018). The publication also indicates the potential of using renewable energy sources
(RES), which are an important element of low-carbon development (Effiong et al. 2020).

2. Methodology and Goal

The aim of the article is to present the economic determinants of low-carbon development. In
addition, the article analyses the development of renewable energy sources and ways to reduce
greenhouse gas emission. The aim of the article is to analyse low-carbon development in the Czech
Republic. Moreover, the purpose of the research is to identify, describe and explain phenomena
that are associated with low-carbon development and its impact on the Czech economy (Oroszet
et al. 2019; Poor et al. 2015). The research was carried out as part of the: Economic aspects of low
carbon development in the countries of the Visegrad Group grant.
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The methodology of own research was adapted to the assumed goal and scope of research.
The presented research goal was a determinant of the use of methods characteristic of social
sciences. To successfully achieve the research objectives, several research methods were used.

1. Analysis of the literature on the subject.

2. Analysis of source documents

3. Tabular and descriptive methods and charts.

4. Deductive method

5. Methods of descriptive and mathematical statistics.

The collected data was used to conduct low-carbon development in the Czech Republic. The
conducted research also partly helped to indicate the directions and perspectives of further low-
carbon development.

During the research, a number of statistical data and other information related to the studied
issue were based. The acquired data became the basis for the socio-economic characteristics of the
assumed scope of research. The research methods used in the article contributed to the
achievement of the assumed research goal.

3. Analysis of Gross Domestic Product (GDP) Level and GHG Emissions in the Czech
Republic and the EU

Real GDP per capita in the years 2004-2017 grew faster in the Czech Republic than it did in
the EU (Eurostat 2019). This indicator is calculated as the ratio of real GDP to the average
population in a particular year. Real GDP per capita is a measure of economic activity and also
serves as an indicator of the development of the material standard of living in a particular country.
However, it should be remembered that this is a limited measure of economic well-being. For
instance, GDP does not cover the majority of unpaid homework, nor does it take into account the
negative effects of economic activities, such as environmental degradation, which is extremely
important due to the subject of the publication.

In recent years, the Czech Republic has developed economically, catching up with the so-
called the old Union (EU 15). There are at least several reasons for the dynamic economic
development of the Czech Republic, e.g. EU funding, growing internal demand, good condition of
the global economy. However, despite the dynamic growth of DGP in the Czech Republig, it still
deviates from the EU average. Real GDP per capita in the Czech Republic was 17,200 EUR (Table
1).

GHG emission level can be regulated to some extent by humans. However, these activities are
expensive and often the authorities of individual countries are willing to take measures to increase
GDP than to introduce solutions that will have less impact on the environment. Reducing GHG
emission is possible through the wider use of low-carbon energy generation technologies (Dziku¢
et al. 2019a; Llano-Paz et al. 2018). A large part of the efforts to improve the quality of the
environment is aimed at decreasing GHG emission. There are several main sources of air pollution:
industry, agriculture, transport, energy, households, waste management (Shane et al. 2018;
Sztubecka et al. 2020; Piwowar 2019). Analysing the current low-carbon development in the Czech
Republic, it should be noticed that there was a decrease in GHG intensity of energy consumption
in 2017 compared to 2004. GHG intensity of energy consumption in the entire analysed period
should be lower than the EU average. Moreover, this ratio was lower in the Czech Republic than
in all neighbouring countries. The Czech Republic has already reached its designated share of RES
in total energy production, which has been set for 2020. However, there is still potential for
development of RES in the Czech Republic, since fossil energy sources still dominate (Fig. 1).

In analyses regarding low-carbon development, it is important to present how greenhouse
gas emission per capita in the Czech Republic have changed compared to the EU average. In 2007-
2017, average greenhouse gas emission per capita in the EU decreased. A similar situation also
occurred in the Czech Republic. Economic growth did not prevent the Czechs from reducing GHG
per capita.
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Reducing (carbon dioxide) CO2 and other greenhouse gas emissions is very important because
of the need to slow down global warming (Piwowar and Dziku¢ 2019). However, particulate
matter PM2.5 and other air pollutants, which contribute to approximately 11,000 of premature
deaths annually, are particularly dangerous to human health in the Czech Republic. Despite the
measures taken to reduce emissions, concentrations of harmful substances in the air are still too
high and contribute to a reduction in the quality of life of the Czechs (Table 2).
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Figure 1. Total primary energy supply (TPES) by source, Czech Republic 1990-2018 (International
Energy Agency 2019).
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4. Prospects for Low-carbon Development in the Czech Republic

Low One of the important elements supporting low-carbon development, which until now has
not been used effectively in the Czech Republic, is taxation of environmentally harmful activities. The
share of environmental taxes in GDP in the Czech Republic is one of the lowest in the EU (Fig. 2). One
of the taxes supporting environmental protection is the air pollution charge that has existed in the
Czech Republic since 1967, which was last changed in 2012, when charges increased by around 37%.
At the same time, fossil fuel subsidies have been reduced over the past decade, mainly through the
gradual abolition of excise duty refunds for diesel fuel used in agriculture (Eurostat 2019; Tucki et al.
2019).
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Figure 2. Environmental tax revenues as % of GDP in 2017. (Eurostat 2019)

The Czech tax structure is characterized by a high percentage of labour taxation income in the
country's total income. Increasing the taxation of environmentally damaging activities could reduce
the taxation of income from work. However, the point is not to reduce taxes for all employees, because
such a reduction would be imperceptible to them. Consideration should be given to extending the
offer of solutions (e.g. tax deduction) for people who decide, e.g. to build small installations producing
energy based on renewable sources (photovoltaics, biomass, wind energy) (Korys et al. 2019).

Decreasing the burning of fossil fuels is one important element in reducing greenhouse gas
emissions to the air. Maintaining sustainable low-carbon development over the longer term (Azevedo
et al. 2019). However, supporting low-carbon development entails significant costs (Adamczyk and
Graczyk 2019). In 2017, energy efficiency in the Czech Republic was about twice lower than the average
in EU countries (Eurostat 2019). Activities for low-carbon development in the Czech Republic should
be oriented towards the implementation of modern technologies that will be more energy-efficient.
Moreover, further reduction of the use of fossil energy resources that contribute to excessive
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greenhouse gas emissions is necessary. The suggested actions are in line with the EU's long-term goals,
which are focused on a radical reduction of greenhouse gas emission to the atmosphere (Dziku¢ et al.
2019b). In addition, the EU, thanks to its economic and legal tools, can effectively put pressure on the
Czech Republic. The attention should be paid to the Europe 2020 strategy, in which the EU allocated
approximately 1 trillion EUR to sustainable economic growth. Furthermore, over 20% of the EU budget
was dedicated to the transition to a low-carbon European economy (in the 2014-2020 budget).
Reducing the use of fossil fuels for low-carbon technologies, including renewable energy, is a serious
challenge for the Czech economy and its energy system. However, not investing in low-carbon
development may result in high fines being imposed by the EU bodies. Moreover, rising CO2 emission
charges will also be a factor that can help speed up decisions that will increase the share of low-carbon
technologies (Lubecki et al. 2019).

An important element of low-carbon development outside the industry and the production of
electricity and heat is road transport (Burchart-Korol et al. 2018; Olszowski 2019). Much of the low-
carbon development efforts should be geared to reducing the CO2 emission that arises during road
transport (Czekata et al. 2018; Dziku¢ and Dziku¢ 2018). The increasing number of cars in the Czech
Republic in recent years is contributing to the higher level of CO2 emission. It should be emphasized
that in order to effectively reduce GHG emission, various solutions should be implemented, including
the development of public transport and the development of electro-mobility. However, in the Czech
Republic, almost half of the energy is still produced on the basis of coal, therefore it is necessary to
further reduce the share of this fuel, so that the majority of energy is used on the basis of low-carbon
technologies (Dziku¢ and Lasinski 2014; Szatylowicz and Skoczko 2019). It should be emphasized,
however, that the share of carbon dioxide emissions from the Czech Republic in total global emissions
has been limited in the last few decades (Table 3).

Supporting low-carbon development in the Czech Republic will require expanding financial
incentives to activities that will implement technologies, which reduce greenhouse gas emission. These
co-financing activities should apply to both enterprises and households. Economic instruments
supporting ecological low-carbon solutions constitute an effective and efficient element of
environmental policy.

Table 3. Fossil Carbon Dioxide (CO2) emissions of Czechia. (Worldometer 2020)

Year l]:EOS-Sil -COZ CO:z emissions  CO: emiss.ions Population Pop. Share of .W(.)rld’s
missions change per capita Change CO: emissions
2016 111,825,428 1.39 10.53 10,618,857 0.16 0.31
2015 110,295,387 2.22 10.40 10,601,397 0.10 0.31
2014 107,895,488 -3.86 10.19 10,591,108 0.04 0.30
2013 112,230,255 -3.78 10.60 10,586,533 0.05 0.31
2012 116,643,051 -1.77 11.02 10,581,293 0.14 0.33
2011 118,746,545 -1.14 11.24 10,566,517 0.28 0.33
2010 120,113,984 3.79 11.40 10,536,518 0.46 0.34
2009 115,726,118 -6.70 11.03 10,488,155 0.60 0.32
2008 124,040,652 -3.97 11.90 10,425,266 0.65 0.35
2007 129,174,906 1.14 12.47 10,357,538 0.57 0.36
2006 127,714,508 1.50 12.40 10,298,614 0.39 0.36
2005 125,825,458 -2.45 12.27 10,258,167 0.18 0.35
2004 128,979,027 1.13 12.60 10,239,439 0.00 0.36
2003 127,535,671 3.07 12.46 10,239,136 -0.13 0.36
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Fossil CO2 CO:z emissions CQ: emissions Pop. Share of World's

Year Emissions change per capita Population Change CO:2 emissions
2002 123,731,756 -4.33 12.07 10,252,261  -0.18 0.35
2001 129,331,507 -0.41 12.59 10,271,008  -0.18 0.36
2000 129,862,968 9.57 12.62 10,289,373  -0.17 0.36
1999 118,523,620 -5.66 11.50 10,306,411  -0.16 0.33
1998 125,629,761 -4.30 12.17 10,323,247  -0.15 0.35
1997 131,270,718 -1.79 12.70 10,338,339  -0.12 0.37
1996 133,663,770 1.18 12.91 10,350,309  -0.08 0.37
1995 132,109,099 0.40 12.75 10,358,193  -0.03 0.37
1994 131,588,352 -4.66 12.70 10,360,969 0.02 0.37
1993 138,027,264 -3.00 13.32 10,358,690  0.05 % 0.39
1992 142,298,702 -6.91 13.74 10,353,028  0.06 % 0.40
1991 152,869,100 -9.45 14.78 10,346,452 0.05 % 0.43
1990 168,823,230 -5.39% 16.33 10,340,875  0.05 % 0.47
1989 178,444,623 -4.48% 17.26 10,335,884  0.05 % 0.50

5. Conclusions

In The article has presented selected aspects of low-carbon development in the Czech Republic.
Moreover, the activities were identified which, if implemented, could contribute to low-carbon
development. It is necessary to emphasize that the Czech Republic, like other EU countries, is obliged
to implement the requirements of EU policy, which places a significant emphasis on CO2 reduction.
There are also a number of options at national level that can affect low-carbon development. These
include national fiscal policy, which until now has been used to a limited extent in the Czech Republic.
However, educational activities that promote low-carbon solutions should not be restricted. The Czech
Republic has some backlog compared to the EU average in terms of energy efficiency and limiting the
share of fossil energy resources.

However, the Czech Republic is also successful in the field of renewable energy implementation,
because a few years before the set date, they reached their 2020 share. It should be noticed that the
implementation of subsequent low-carbon solutions, which will require significant financial outlays,
may be more efficient due to growing public acceptance.
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Abstract: This paper presents the empirical research on comparison of two different approaches for
Value at Risk (VaR) measurement. The research objective is to compare the accuracy of
out-of-sample VaR forecasts between conditional and unconditional models. We examine four
unconditional models: Gaussian, alpha-stable, Normal Inverse Gaussian (NIG) and Generalized
Pareto (GP) distributions and four conditional models: Generalized Autoregressive Conditional
Heteroskedasticity (GARCH) model with Gaussian and Student’s t innovations, Exponentially
Weighted Moving Average (EWMA) and conditional Extreme Value Theory (GARCH-EVT)
approach. Calculations are performed on the basis of 5 world indices, 4 exchange rates and 4
commodity futures and the results are presented for left and right distribution tails. Backtesting
methods indicate the GARCH-EVT as the model that outperforms all others.

Keywords: VaR; stable distribution; NIG; GPD; EVT; GARCH; EWMA; GARCH-EVT
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1. Introduction

According to Basel Accords Value at Risk (VaR) plays a key role in calculation of regulatory
capital for market risk. VaR is the maximum loss of a financial instrument or the entire portfolio X,
that is not exceeded with a probability (confidence level) 1 — & in a given period of time. Formally, it
is defined by the formula:

VaR, = —sup {q|P(X < q) < a}. (1)

There are two methods which banks can use to measure VaR i.e. the standard approach (SA) and
the internal models approach (IMA). The latter approach allows banks to use their own mathematical
model to measure the market risk. The most popular and the simplest method is the
variance-covariance method. Although, in practice, it is convenient to adopt the Gaussian paradigm,
from a theoretical point of view, this is unacceptable. There are indisputable empirical properties of
financial time series like leptokurtosis, the presence of fat tails of returns distribution, skewness and
volatility clustering. Already in the sixties of the last century Benoit Mandelbrot (Mandelbrot 1963)
rejected the normality of the distribution of returns and analyzed the alpha-stable distributions. Other
distributions, such as generalized hyperbolic were the subject of other studies, including (Eberlein
and Keller 1995; Barndorff-Nielsen 1997; Kiichler et al. 1999). More sophisticated methods are derived
from the Extreme Value Theory (EVT). EVT was applied for risk management in a number of
publications e.g. (McNeil 1999; Embrechts et al. 1999; Gilli and Kéllezi 2006).

In recent years, the conditional heteroskedasticity models, GARCH (Generalized Autoregressive
Conditional Heteroskedasticity), introduced by Tim Bollerslev (Bollerslev 1986) have gained much
popularity in risk management analysis. The conditional models can capture the dynamics and the
most important properties of asset returns, e.g. volatility clustering and leptokurtosis. None of
models, however, cannot predict exactly when the risk appears extreme and each has its strengths
and weaknesses. Although the unconditional models use the strong assumption that returns are
independent and equally distributed (i.i.d.), financial institutions often prefer unconditional risk
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forecast methods to avoid undesirable frequent changes in risk limits for traders and portfolio
managers (Danielsson and de Vries 2000). Moreover, trading strategies, which are continuously
updated, generate high transaction cost (Cotter 2007). On the other hand, the conditional GARCH
methodology implies more volatile risk forecasts than the unconditional approach, which is desirable
when short horizons of investment, like one day (Dowd 2005) or intraday (Danielsson and Payne
2000), are taken into account. A comprehensive review of Value at Risk methodologies present Abad
et al. (2014).

Finally, it seems, that it is not possible to clearly identify the most appropriate model and
following (Gilli and Kéllezi 2006) the choice between conditional and unconditional model should
depend ultimately on the period for the analysis and type of risk measure. In this paper, we examine
several models of VaR measurement. The aim of this study is to compare the accuracy of VaR
forecasts between conditional and unconditional models. Similar studies were already performed in
ia. (Kuester et al. 2006; Baran and Witzany 2011; Choi and Min 2011; Just 2014) but the set of
considered models was different than in this paper. We take advantage of following unconditional
distributions: Gaussian, alpha-stable, Normal Inverse Gaussian (NIG) and Generalized Pareto (GP)
and conditional models: Exponentially Weighted Moving Average (EWMA), GARCH with Gaussian
and Student's t innovations and conditional Extreme Value Theory (GARCH-EVT). Estimations are
based on various markets including 5 stock indices, 4 exchange rates and 4 commodity futures from
the period 2000 — June 2019. We do calculations of VaR for long and short investor position.

The remainder of this paper is organized as follows. Section 2 briefly summarizes different
approaches to VaR measurement. Section 3 examines methods for testing the accuracy of VaR
forecasts. In section 4 the data used in empirical study and the results of our research are described.
Concluding remarks are provided in the final section.

2. Methodology

2.1. Unconditional Value at Risk
VaR for a long position is a minus quantile of the loss distribution:
VaR, = —-F 1(a), ()

where F~! is the inverse of cumulative distribution function of returns, F. For short position it is a
1 — a quantile of the distribution:

VaR,_, =F (1 - a). 3)
We briefly characterized the distributions which are used in our studies.
Gaussian (normal) distribution is characterized by only two parameters, mean, 4 € R and
standard deviation, o > 0. The probability density function is of the form:

frvorm (%) = ﬁ exp {_ % (x;ﬂ)z} 4)

g

A lot of well-known desirable properties of the normal distribution make it the most useful
distribution in finance. However, its tails are too thin to precisely measure a quantile of empirical
distribution of returns. The tails decay very quickly (faster than exponentially), but it is still in use in
practice to measure VaR. In this study it is used rather as a benchmark only.

Alpha-stable distributions are a broad family of probability distributions which can capture
skewness and heavy tails. Alpha-stable distributions contain the Cauchy, Gaussian and Lévy
distributions. The class was introduced by Paul Lévy in 1924 (Lévy 1924). It was the first alternative to
Gaussian distribution in finance (Mandelbrot 1963), and now is widespread in risk management,
forecasting and econometrical analysis (Bradley and Taqqu 2003; Kabasinskas et al. 2009; Nolan 2009;
Rachev et al. 2009). In the general case, the analytic form of distribution function does not exist,
therefore it is defined by characteristic function:
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exp (—c“|t|“ <1 — iBsign(t)tg (112_:1)) + irt), a+1,
exp (—C|t| (1 + iﬂ%sign(t)log (|t|)) + irt), a=1.

The stable distribution is defined by four parameters. The most important parameter a € (0,2] is
called stability index, parameter f € [—1,1] is a measure of skewness, T € R is a position and ¢ > 0
is a scale parameter. Parameter « is responsible for the thickness of the tail. The lower its value is, the
thicker the tail is. For a € (0,2) the second moment of the distribution does not exist, but for @ = 2 it

Elexp (itX)] = (5)

is obtained the Gaussian distribution as a limit case. Alpha-stable family of distributions is closed
under linear transformations, which means that the linear combination of random variables with
alpha-stable distribution with the same index of stability ¢, also has alpha stable distribution with that
index.

Normal Inverse Gaussian (NIG) distribution is a member of the broader class of distributions called
generalized hyperbolic (GH) introduced in (Barndorff-Nielsen 1977). This distribution is widely
applied in financial economics for modeling unconditional and conditional return distribution (Haas
and Pigorsch 2009). Log density of NIG is concave in an interval around zero and convex in the tails.
It is a typical property of financial returns which exhibits tail behavior that is heavier than log-linear
(Barndorff-Nielsen 1997). The density of the NIG distribution is given by

o) = ST o (=B + B~ ), ©)

where: a and [ are shape parameters fulfilling condition 0 < |f| <@, and pu€R, 6 >0 are
respectively position and scale parameters. K; is modified Bessel function of the third kind with
index equal to one.

Generalized Pareto (GP) distribution is one of two key distributions of Extreme Value Theory. The
role of GP distribution in EVT is as a natural model for the excess distribution over high threshold.
This is called Peaks over Threshold (POT) approach and it is based on Pickands-Balkema-de Haan
Theorem (Balkema and de Haan 1974). For high threshold u, the conditional distribution function:

F(x+u)—F(u)
F,(x) =P(X —u < x|X > ) =x1+(u)“, 7)
converges to a generalized Pareto distribution. GP distribution is as follows

1

1-(1+¢3) %, £#0,
1—exp(—%), &E=0,

where: >0, x>0 for £20 and 0 < x <— /& for £ <0. The shape parameter, & divides distributions into
three classes. Heavy tail distributions (e.g. alpha-stable, Student’s t) have & > 0 (Fréchet domain of
attraction). Thin tail distributions (e.g. Gaussian, log-normal) have & = 0 (Gumbel domain of
attraction). Distributions with finite right endpoint have £ < 0 (Weibull domain of attraction). The
unconditional cumulative distribution function of returns one obtain rearranging (7)—(8):

Gep(x) = @)

F(x) = (1 — F(u))G;_ﬁ(x)(x —u)+F(u), x>u. 9)

Replacing F(u) by F(u) =1 — N,/n, where N, is a number of exceedances over threshold « and 7 is
number of returns we obtain:

1

Fay=1-"2(1+ f(’%‘))_? (10)
VaR for short position (right tail) is easy obtainable by inverting the above equation:
-¢
VaR,_, =u +§((Nla) - 1). (11)
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2.2. Conditional Value at Risk
We assume following process of returns:
e = 0:&, & ~i.1.d.(0,1), (12)

where o, is conditional volatility and the innovations & have distribution F.
Conditional VaR computed for long position is as follows:

VaR, = —oc,()F 1 (a), (13)

where F! is the inverse of cumulative distribution function F and o;(1) is one step ahead forecast
of conditional standard deviation. For short position it is equal to:

VaR,_, = o,(DF1(1 - a). (14)

We briefly characterized three such models which will be used in our study.
GARCH model. There is a broad family of Generalized Autoregressive Conditional
Heteroskedasticity (GARCH) models but the most popular is GARCH(1,1) (Bollerslev 1986):

o =0+ 0”}2—1 + ﬂ@%—lx (15)

where: o, >0,a+ < 1.

The parameters o and S represent the adjustments to past market shocks and volatility respectively.
Exponentially Weighted Moving Average (EWMA) volatility model takes into account the property

that the influence of any observation in financial time-series declines over time at the stable rate 4 >

0. The model was adopted in 1994 by U.S. investment bank JP> Morgan in RiskMetrics methodology.

The variability in this model are determined by formula:

O% =1- /I)rtz—1 + 40?—1' (16)

where 0 < A< 1.

Parameter A is not estimated, but it is taken at the level of 0.94 for the daily data, and at the level of
0.97 for monthly data. It determines the ease use of this method in practice. In fact EWMA model
belongs to the family of GARCH models called IGARCH (1,1).

Conditional EVT (GARCH-EVT) model is a concept of McNeil and Frey (2000) to VaR modeling
by extending the EVT framework to dependent time-series. In this model, we fit the GP distribution
parameters to standardized residuals e, of GARCH model and then calculate VaR for short position
as follows:

VaR,_, = or(V)VaR,_,(e;), 17)

where: o;(1) is one step ahead forecast of conditional standard deviation in GARCH model and
VaR,_,(e;) is calculated from (11) but for the standardized residuals e, of GARCH model.

3. Backtesting Methods

Backtesting procedure performs the comparison of Value at Risk estimations to actual losses of
the considered assets. The accuracy of the model is assessed here on the basis of the number of returns
exceeding VaR. Calculating the VaR at a tolerance level ¢, it is required, that the percentage of the
VaR exceeded by empirical returns to the all ones in the sample would equal to a. If exceedances'
percentage is higher than assumed, this model underestimates the risk, otherwise the VaR model is
too conservative, and the actual risk is lower than the model shows. The most used backtesting tool is
the Kupiec's test (Kupiec 1995) known as the proportion of failures test. This test verifies if the actual
number of VaR exceedances is equal to a. The test statistic is defined as follows:

LR_UC =2 <log (( h )T1 (1-2 )T°) — log(a™(1 - a)T°)>, (18)

To+Ty To+Ty

where: T;— the number of VaR exceedances, T,— the number of unexceeded VaR. Under the true null
hypothesis LR_UC ~ y*(1).
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Christoffersen's test (Christoffersen 1998) is more sophisticated statistical test and aside from the
number of exceptions additionally checks independence of VaR exceedances. More precisely it
verifies if the current exception is independent on the exception appearance on the previous day. The
test statistic is defined as follows:

wr.cc = 2teg ()™ (1 -5 ) (i) (-5 ™)+

—Zlog(aT01+T11(1 — a)Too+T10), (19)

where: T;; — the number of days when exception j occurred assuming that exception i occurred on
the previous day (1 if violation occurs, 0 if no violation occurs). Under the true null hypothesis
LR_CC ~ x%(2).

The Christoffersen and Pelletier's test analyses if the number of days between exceedances is
independent over time (Christoffersen and Pelletier 2004). Under the null hypothesis the duration of
time between VaR violations should have no memory and mean duration of 1/c. The test is based on
the Weibull distribution, which is the memory free distribution. Here the Weibull distribution with
parameter b = 1 is used. The distribution is of the form:

f(d) = a®bd" *exp{—(ad)"}, (20)

where d is the number of days between two violations of VaR. Under the null hypothesis of
independence the likelihood is as follows:

L(e) = TI}L; (e exp(—ady), (21)

where T; is the number of days in which a violation is occurred. The likelihood ratio test statistic is
thus:

LR_UD = 2(logL(a) — logL(a)). (22)

Under the true null hypothesis LR_UD ~ x*(1). We refer to (Christoffersen and Pelletier 2004) for
details of the test.

The loss function is a goodness-of-fit measure for VaR calculation. The loss function for a given
a is defined as follows (Gonzales-Rivera et al. 2004):

Q=pP" {:R(a_ L1 (@) (141 + VaR (1)), (23)

where: I;,1(a) =1 for 141 < =VaR,(ry) and I,4;(a) = 0 otherwise, P — the prediction period, R —
the estimation period. A lower @ value means a better goodness of fit.

4. Results and Discussion

To test the forecasting performance of examined VaR models we selected 4 currencies, 5 stock
indices and 4 commodities: USD/EUR, USD/GBP, USD/JPY, USD/PLN, S&P500 (SPX), FTSE100
(UKX), NIKKEI225 (NKX), ATHEX COMP (ATX), WIG20, GOLD (GC.F), SILVER (SL.F), CRUDE OIL
(CL.F), NATURAL GAS (NG.F). The data comprises of daily price levels of the chosen assets from the
beginning of 2000 up to 30th June, 2019. The data set was obtained from the financial stock news
website (stooq.pl). We use log-returns (as a percentage) in our calculations. We examine the VaR
forecasts at two significance levels, i.e. 1% and 5% for both the long and the short investor position.
For the sake of brevity we present the results only for 5% VaR in the tables 1-8. Results for 1% VaR are
available from the authors on the request. For all considered models, we allow the model parameters
to change over time. Using rolling windows of size 500 we daily update the model parameters
estimates and calculate VaR forecasts for the next trading day. We calculate VaRs using the following
unconditional models: Gaussian distribution (NORM), stable distribution (STAB), Normal Inverse
Gaussian distribution (NIG) and Generalized Pareto distribution (GP) assuming arbitrary threshold
level of 90% (i.e. the largest 10% of positive and negative returns are considered as the extreme
observations). We also wuse conditional models like: EWMA, GARCH with Gaussian
(GARCH-NORM) and Student's ¢t (GARCH-t) innovations and McNail and Frey GARCH-EVT model
with Gaussian innovations — assuming the threshold in the same way as in the unconditional model.
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Echaust (2018) and Echaust and Just (2020) considered GARCH-EVT model with optimal tail selection
and updated the optimal tail fraction for each moving window of observations. They did not find the
improvement of VaR forecasts accuracy with reference to a constant threshold approach. In order to
verify the effectiveness of examined models, the expected (ET) and the actual (T1) number of VaR
exceedances are determined and Kupiec's, Christoffersen's and Christoffersen and Pelletier's tests are
applied to verify a correctness of models. Additionally, the tests are supplemented by the loss
function.

Assessing the quality of the estimated VaRs for the analyzed assets, based on the Kupiec's test it
can be concluded that the worst results are obtained for the unconditional model with a normal
distribution. Especially for 1% VaR the Gaussian distribution has too thin tails and too many
exceedances of VaR appear. Such a situation takes place in 11 out of 13 analyzed assets for both left
and right tails (significance level of 5%). It is possible to get an improvement of the results using NIG
or GP distributions, which allow to capture the fat tails property of the empirical distribution. They
measure the number of exceedances very accurately for 5% VaR but for 1% VaR the models fail in 4-5
out of 13 cases. In these cases, the number of VaR's exceedances, estimated by using unconditional
models, exceeds the acceptable level. It means, that VaRs determined by using these methods are
underestimated. Since it is not possible to estimate the stable distribution parameters for each
window of observation, therefore these results are placed in the table 8 only for two assets i.e. SPX
and SLF. As is typical for this distribution, unlike the other unconditional models, this model
overestimates the high quantiles (1% and 99% here). The accuracy of conditional models vary
depending on the type of model which is used to measure the VaR. EWMA model produces VaR
forecasts seriously inaccurate and the number of exceedances is much higher than the expected level.
For the tolerance level of 1% the model generates the worst VaR forecasts between all considered
models (except the unconditional model with a normal distribution). The GARCH models perform
much better, but surprisingly they both are outperformed by unconditional NIG and GP distributions
for 5% VaR. The improvement of the quality of VaR estimations is achieved for the GARCH-EVT
model. This is only one model that produces accurate VaR forecasts for both significance levels and
for all considered assets.

The Christoffersen's and Christoffersen-Pelletier's tests focus on independence of VaR
exceedances instead of their number only. Since unconditional models do not account for volatility
clustering none of them is able to produce i.i.d. VaR violations. In almost all considered cases, we
reject the null hypothesis, which states that the VaR exceedances are independent over time. The
exception is the Christoffersen's test which fails to reject independence in some cases for each
distribution. The NIG and GP distributions perform the best between unconditional models and they
seem to be good models in 4 out of 13 for left tail and in 6 out of 13 cases for 5% VaR, and in half of
cases for 1% VaR. Conditional models perform significantly better. The volatility models, GARCH
and GARCH-EVT, in most of the analyzed cases, can capture stylized facts about financial time series
like volatility clustering and leptokurtosis, as well as the skewness of the distribution (GARCH-EVT).
The worst model is EWMA which fails in almost half of the cases. The GARCH-EVT model occurs to
be the most preferable for both considered tolerance levels and for both the right and the left tails. For
this model the Christoffersen's test rejects the null hypothesis only once for the left and the right tail in
the 5% VaR case and twice for the left tail in the 1% VaR case. The Christoffersen-Pelletier's test
indicates the dependence of the number of days between following exceedances two times for the left
tail and five times for the right one in the 5% VaR case, and only once for the left tail in the 1% VaR
case.

Loss function achieves approximately the same values for all conditional models and the same
for all unconditional models. However, the values obtained from conditional methods are lower than
those from unconditional models, implying that they offer higher accuracy than unconditional
models.
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Table 1. Backtesting VaR estimation under normal distribution.

NORM Lower tail, VaR 0.05 Upper tail, VaR 0.95
Asset ET T1 ucC CcC UD Loss | T1 ucC CcC UD Loss
USD/EUR 227 | 207 207  9.03* 1625 0.066| 219 037  6.58* 36.08** 0.068
USD/GBP 227 | 214 0.87 420 17.83* 0.061| 232  0.09 12.82** 25.88** 0.068
USD/JPY 227 | 209 1.69  828* 32.65* 0.073| 199  4.01* 7.05% 11.65" 0.068
USD/PLN 225 | 190  6.15* 16.46* 27.02** 0.09 | 240 098 22.56** 42.12** (.098
SPX 220 | 248 3.58 29.81** 93.12** 0.143| 192  3.94* 10.06* 70.86** 0.128
UKX 221 | 219 0.02 26.50* 81.23* 0.137| 196  3.14 10.11** 58.02** 0.129
NKX 214 | 206 032  10.98* 6120 0.18 | 165 12.80** 15.85* 39.77** 0.156
ATH 216 | 197 1.88 23.94* 59.30* 0.21 | 166 13.36* 19.22** 31.39** 0.197
WIG20 218 | 211 0.31 35.06** 53.08" 0.162| 205  0.96 220 15.03** 0.151
GC.F 222 | 233 056  7.76* 8.84* 0.134| 190 5.12* 579 7.17* 0.117
SLF 222 | 221 0.01 11.38** 6.41* 0.241| 188 5.80* 580 18.97* 0.198
CL.F 222 | 240 148 11.57** 44.42* 0.261| 213 040  7.20* 39.95** 0.241
NG.F 222 | 159 20.83* 23.73** 33.81** 034 | 191 4.79* 7.41* 43.65" 0.381

Note: ET (T1) — expected (actual) number of VaR violations, UC — Kupiec's test statistic, CC — Christoffersen's test

statistic, UD — Christoffersen and Pelletier's test statistic, Loss — loss function Q described as in Gonzalez-Rivera
et al. (2004), p-value<0.01 (**), 0.01<p-value<0.05 (*).

Table 2. Backtesting VaR estimation under NIG distribution.

NIG Lower tail, VaR 0.05 Upper tail, VaR 0.95
Asset ET T1 ucC CcC UD Loss| T1 ucC CcC UD Loss
USD/EUR 227 218 0.45 5.53 13.02** 0.067 | 224 0.07 544  34.05** 0.067
USD/GBP 227 | 245 1.37 392 14.47** 0.061| 237 040 11.87** 20.97** 0.068
USD/JPY 227 233 0.12 6.53* 2710 0.073| 223 0.11 564 19.76" 0.068
USD/PLN 225 | 224 0.01 14.61** 23.85* 0.091| 237  0.62 19.09** 41.92** 0.098
SPX 220 246 3.10 32.42** 96.40* 0.142| 237 1.33 6.41*  86.95% 0.129
UKX 221 225 0.07 28.96** 74.77** 0.136| 224 0.04 6.14* 54.62** 0.129
NKX 214 208 0.18 10.36** 59.57** 0.18 | 197 1.47 7.67% 35.14* 0.155
ATH 216 | 204 0.76  30.09** 55.77** 0.208 | 200 1.33 15.75** 24.50** 0.196
WIG20 218 212 024 34.51* 53.67** 0.162| 234 1.07 1.62  11.13** 0.152
GC.F 222 | 230 0.29 3.33 7.10*  0.133 | 226 0.07 1.38  6.02* 0.117
SL.F 222 222 0.00 14.73* 5.69* 0.241| 243 2.01 225 12.23* 0.196
CL.F 222 238 117 11.72*% 47.63** 0.26 | 235 0.78  12.05** 38.56** 0.242
NG.F 222 205 1.41 352 2490 0.335| 203 1.77 5.08 37.88* 0.381

Note: ET (T1) — expected (actual) number of VaR violations, UC — Kupiec's test statistic, CC — Christoffersen's test
statistic, UD — Christoffersen and Pelletier's test statistic, Loss — loss function Q described as in Gonzalez-Rivera
et al. (2004), p-value<0.01 (**), 0.01<p-value<0.05 (*).
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Table 3. Backtesting VaR estimation under GP distribution.

GP Lower tail, VaR 0.05 Upper tail, VaR 0.95
Asset ET T1 ucC CcC UD Loss | T1 ucC CcC UD Loss
USD/EUR 227 | 210 151  7.92* 14.53* 0.067| 215 0.78 5.09 36.27** 0.068
USD/GBP 227 | 236 0.32 0.97  10.88** 0.061| 230  0.03 15.12** 26.17** 0.068
USD/JPY 227 | 230 0.02 697 1997 0.072| 232  0.08 3.23  15.29* 0.068
USD/PLN 225 | 220 0.14 15.90* 29.76** 0.091| 233 027 12.46* 38.01** 0.097
SPX 220 | 225 0.11 33.86* 102.02** 0.142| 228 030  6.90* 82.63** 0.129
UKX 221 | 223 0.02 27.29** 80.46* 0.137| 220  0.01 8.28* 55.97** 0.130
NKX 214 | 218 0.08 532  42.84* 0.179| 202 073  7.45° 3797 0.155
ATH 216 | 205 0.64 2697* 61.09** 0.208| 209 027 18.14* 30.61** 0.197
WIG20 218 | 219 0.00 36.36** 51.94™ 0.163| 211 0.31 1.14 15.12** 0.153
GCF 222 | 221 0.01 422  778% 0133| 225  0.04 024 7.67** 0.116
SLF 222 | 226 0.07 17.51* 7.02** 0.241| 235 0.78 0.99 12.86* 0.197
CL.F 222 | 237 1.03 10.28*%* 41.57** 0.259| 232 046  7.86* 32.11** 0.241
NG.F 222 | 221 0.01 0.85 22.49* 0.336| 215 0.24 3.13  43.10* 0.380

Note: ET (T1) — expected (actual) number of VaR violations, UC — Kupiec's test statistic, CC — Christoffersen's test
statistic, UD — Christoffersen and Pelletier's test statistic, Loss — loss function Q described as in Gonzalez-Rivera
et al. (2004), p-value<0.01 (**), 0.01<p-value<0.05 (*).

Table 4. Backtesting VaR estimation under EWMA model.

EWMA Lower tail, VaR 0.05 Upper tail, VaR 0.95

Asset ET T1 ucC CcC UD Loss| T1 ucC CcC UD Loss
USD/EUR 227 262 5.15% 5.21 8.13** 0.062 | 250 2.20 2.34 1.67 0.062
USD/GBP 227 239 0.59 1.21 5.42* 0.058 | 263 5.53* 6.32* 3.59 0.062
USD/JPY 227 234 0.17 0.26 0.12  0.068| 218 0.45 1.13 3.61 0.065
USD/PLN 225 | 224 0.01 0.77 457% 0.082| 264 6.63* 12.34*™ 0.02 0.089
SPX 220 246 3.10 3.22 0.99 0.12 | 226 0.17 537 13.38** 0.103
UKX 221 | 277 13.77** 26.89*  0.35 0.118| 219 0.02  8.60* 16.84* 0.104
NKX 214 248 5.41* 5.61 124 0.161| 221 0.24 2.92 274  0.136
ATH 216 248 4.66* 21.97* 9.71* 0.192| 217 0.00 2.86 110 0.182
WIG20 218 233 0.93 5.40 4.93* 0.149| 242 2.47 248 16.20* 0.142
GC.F 222 | 248 3.07 3.36 412* 0.126| 219 0.05 6.15* 13.73** 0.112
SL.F 222 258 5.82*  6.11* 6.60* 0.226 | 205 1.42 4.17 049 0.186
CL.F 222 258 5.82%  8.27* 0.01 0.234 | 216 0.18 5.88 16.12* 0.21
NG.F 222 218 0.08 0.90 249 0312 268 9.42* 10.17* 5.05* 0.364

Note: ET (T1) — expected (actual) number of VaR violations, UC — Kupiec's test statistic, CC — Christoffersen's test
statistic, UD — Christoffersen and Pelletier's test statistic, Loss — loss function Q described as in Gonzalez-Rivera
et al. (2004), p-value<0.01 (**), 0.01<p-value<0.05 (*).
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Table 5. Backtesting VaR estimation under GARCH model with Gaussian innovations.

GARCH -NORM Lower tail, VaR 0.05 Upper tail, VaR 0.95
Asset ET T1 ucC CcC UD Loss | T1 ucC CcC UD Loss
USD/EUR 227 | 216 0.66 0.72 2.38  0.062| 208 1.87 2.12 0.57  0.063
USD/GBP 227 | 215 0.75 1.29 211  0.058| 243 1.07 1.07 049 0.062
USD/JPY 227 | 211 1.34 1.72 0.06 0.069| 196 491* 6.68* 546* 0.065
USD/PLN 225 | 189  6.52*  6.52* 148 0.082| 237  0.62 2.29 0.03 0.089
SPX 220 | 239 1.66 1.66 0.01  0.119| 205 1.12 3.96 14.09** 0.103
UKX 221 | 252 433* 5.30 0.83 0.118| 194  3.67 11.36*™ 13.56** 0.103
NKX 214 | 229 1.08 1.22 052 016 | 184 4.65* 4.65 255 0.134
ATH 216 | 203 0.89 7.62* 473 0.19 | 191 3.25 4.10 131 0.182
WIG20 218 | 203 125  6.79*  6.09* 0.149| 226 0.24 1.63  10.007 0.142
GCF 222 | 219 0.05 1.72 331 0125| 199 262  630* 163 0.112
SLF 222 | 237 1.03 3.30 162 0229 181 852* 12.10* 0.01 0.187
CL.F 222 | 231 0.37 0.37 029 0.234| 18 6.90* 7.34* 6.21* 0211
NG.F 222 | 187  6.14*  6.67* 2.03 0313| 235 0.78 1.35 231 0.363

Note: ET (T1) — expected (actual) number of VaR violations, UC — Kupiec's test statistic, CC — Christoffersen's test
statistic, UD — Christoffersen and Pelletier's test statistic, Loss — loss function Q described as in Gonzalez-Rivera
et al. (2004), p-value<0.01 (**), 0.01<p-value<0.05 (*).

Table 6. Backtesting VaR estimation under GARCH model with Student's ¢ innovations.

GARCH-t Lower tail, VaR 0.05 Upper tail, VaR 0.95
Asset ET T1 ucC CC UD Loss | T1 ucC CC UD Loss
USD/EUR 227 225 0.04 0.38 1.90 0.062 | 205 2.49 2.50 0.11  0.063
USD/GBP 227 | 219 0.35 0.61 1.18  0.058| 238 0.49 0.70 0.05 0.062
USD/JPY 227 224 0.07 0.18 0.20 0.068 | 208 1.87 3.48 2.85 0.065
USD/PLN 225 199 3.37 3.55 092 0.082| 244 1.58 5.01 0.10  0.089
SPX 220 247 3.34 3.40 0.29 0.119| 212 0.32 3.87 17.65** 0.103
UKX 221 254 490* 574 1.16  0.118| 202 1.81  10.69** 14.12** 0.103
NKX 214 232 1.54 1.77 1.31 0.161| 188 3.47 3.85 223  0.134
ATH 216 | 219 0.03  6.60* 3.21 0.19 | 196 2.08 7.70* 1.97  0.181
WIG20 218 210 0.39 10.64* 7.11* 0.15 | 238 1.70 3.15  13.80** 0.141
GC.F 222 | 239 1.32 2.09 3.01 0.125| 220 0.02 6.26*  4.30* 0.111
SLF 222 259 6.14*  9.30** 2.90 0.228 | 209 0.83 2.72 043 0.185
CL.F 222 235 0.78 0.99 0.18 0.234 | 187 6.16* 6.68* 4.97%  0.211
NG.F 222 203 1.77 3.21 0.19 0.313| 251 3.82 4.22 2.05 0.362

Note: ET (T1) — expected (actual) number of VaR violations, UC — Kupiec's test statistic, CC — Christoffersen's test
statistic, UD — Christoffersen and Pelletier's test statistic, Loss — loss function Q described as in Gonzalez-Rivera
et al. (2004), p-value<0.01 (**), 0.01<p-value<0.05 (*).
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Table 7. Backtesting VaR estimation under GARCH-EVT model.

GARCH-EVT Lower tail, VaR 0.05 Upper tail, VaR 0.95
Asset ET T1 ucC CcC UD Loss | T1 ucC CcC UD Loss
USD/EUR 227 | 209 1.69 191 0.88 0.062| 218 045 0.68 112 0.063
USD/GBP 227 | 228 0.00 1.26 4.71*  0.058 | 221 0.20 0.21 0.30 0.062
USD/JPY 227 | 228 0.00 0.60 0.03 0.069| 220  0.29 2.89 3.75 0.065
USD/PLN 225 | 210 1.13 2.19 023 0.082| 226  0.00 0.65 0.04 0.089
SPX 220 | 223 0.04 0.71 021 0.119| 217  0.05 416 12.44* 0.104
UKX 221 | 226 0.11 1.83 034 0119| 234 077 11.83* 17.08** 0.104
NKX 214 | 220 0.17 0.73 119 016 | 205 041 049  4.13* 0.134
ATH 216 | 210 020  8.55* 228 019 | 222 015 0.75 311 0.182
WIG20 218 | 224 0.12 4.81 413* 015 | 220 0.01 1.84 20.65"* 0.142
GCF 222 | 222 0.00 3.07 372 0126| 217  0.12 412 3.07 0.111
SLF 222 | 224 0.02 1.96 164 0229 214  0.32 5.76 095 0.188
CL.F 222 | 227 0.11 0.29 019 0.234| 210 071 1.15  543* 0211
NG.F 222 | 220 0.02 0.41 1.04 0312| 229  0.23 1.03 2.62  0.365

Note: ET (T1) — expected (actual) number of VaR violations, UC — Kupiec's test statistic, CC — Christoffersen's test
statistic, UD — Christoffersen and Pelletier's test statistic, Loss — loss function Q described as in Gonzalez-Rivera
et al. (2004), p-value<0.01 (**), 0.01<p-value<0.05 (*).

Table 8. Backtesting VaR estimation under stable distribution.

STAB Lower tail, VaR 0.05 Upper tail, VaR 0.95

Asset ET | T1 ucC CC UD Loss| T1 UC CC UD Loss
SPX 220 | 229  0.37 29.78* 104.63** 0.142| 237 133 8.93* 81.71** 0.130
SLF 222 | 227 0.1 19.28* 856 0242|238 1.17 118 11.13** 0.197

Note: ET (T1) — expected (actual) number of VaR violations, UC — Kupiec's test statistic, CC — Christoffersen's test
statistic, UD — Christoffersen and Pelletier's test statistic, Loss — loss function Q described as in Gonzalez-Rivera
et al. (2004), p-value<0.01 (**), 0.01<p-value<0.05 (*).

5. Conclusions

The aim of this paper has been to evaluate how well unconditional and conditional models
perform in estimating and forecasting a VaR measure. We employ four unconditional models i.e.
Gaussian, NIG, GP, and stable distributions and four conditional models i.e. EWMA, GARCH with
Gaussian and Student's t innovations and GARCH-EVT models. Definitely worse VaR estimations are
obtained for unconditional models, and especially poor for the Gaussian distribution. An
improvement of VaR accuracy is obtained for VaR calculated from NIG and GP distributions, which
can better model extreme returns. However, these estimations are still not good. We have shown that
unconditional models usually underestimate the VaR for a small tolerance VaR level (1%). Even if
they provide the VaR estimates, for which the number of their exceedances by the empirical returns is
in line with the assumed level, the exceedances are not independent over time. They provide the
stable estimates of model parameters and do not update quickly when the volatility changes. The
majority of VaR exceedances occurred during periods of high volatility, when VaR values were
estimated based on periods of low volatility. However, in periods of low volatility, they occurred after
periods of high volatility and the VaRs have not been exceeded. Conditional models are deprived of
this defect. The clustering of returns volatility is well captured by conditional models like GARCH-t
and GARCH-EVT. Especially the latter model should be distinguished because of good VaR
estimations regardless of considered assets, the level of tolerance and investor position (long and
short).
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The presented results concern the verification of VaR models in a very short, one-day time
horizon. When we analyze the accuracy of VaR forecasts in a longer period of time e.g. 10 days, these
results may differ significantly from those ones presented in this work. This problem will be
considered in the authors' future work.
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Abstract: Supply chain management is a discipline that has met with great interest in both practical
applications and theoretical development. The supply chain consists of independent units that
cooperate and compete in different situations. Finding balance in supply chains is a difficult task. The
paper proposes a model framework that captures the existence of multiple units with different
interests and preferences, which are evaluated by multiple evaluation criteria. The procedure is based
on biform games that incorporate cooperative and non-cooperative procedures. The authors'
contribution is the division of biform games into sequential and simultaneous forms. Sequential
biform games gradually apply cooperative and subsequently non-cooperative techniques.
Simultaneous shape contemplates the simultaneous use of cooperative and non-cooperative
techniques. The search for equilibrium is based on negotiating the aspiration values of the evaluation
criteria. A supply chain equilibrium is when non-empty intersection of these values is achieved.
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1. Introduction

Game theory is a discipline that analyzes situations with conflicting interests of the participants.
Such problems often arise and affect the behavior of participants in economic situations. The classic
work of John von Neumann and Oskar Morgenstern (1944) has already formulated basic models of
game theory for economic decision-making. Game theory has developed considerably and a
considerable amount of literature has been published. Kreps (1991) and Myerson (1997) provide an
overview of basic models, concepts, and practices in game theory. Models of game theory analyze
conflict situations in which players have their interests and it is necessary to seek a balanced solution.
Classical game theory is divided into cooperative non-cooperative concepts. Nash equilibrium is a
classic concept in non-cooperative theory, when this situation means that when any player withdraws
from his equilibrium position while maintaining the positions of other players, he cannot improve his
winnings. The cooperative game theory analyzes the possible common winnings of the players, the
conditions under which they are formed, how the coalitions of players are formed, and how they
redistribute the winnings. Also included is an analysis of the stability of coalitions of players and their
winnings. Brandenburger and Stuart (2007) suggest biform games as a connection of non-cooperative
and cooperative games.

Supply chain management is a discipline that has met with great interest in both practical
applications and theoretical development (Tayur et al. 2012). The supply chain consists of independent
units that cooperate and compete in different situations. In recent years, game theory has provided a
number of models and techniques for supply chain management analysis. Cachon and Netessine
(2004) provide an excellent overview of the concepts and practices of non-cooperative game theory for
supply chain analysis. This concept forms allocation mechanisms analogously to the classical market
environment.

Nagarajan and Sosi¢ (2008), on the other hand, provide an overview of existing literature on the
use of cooperative game models and practices in supply chain management. The authors focused
mainly on the achievable common outputs, their redistribution, formation and stability of coalitions.
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Brandenburger and Nalebuff (2011) introduce the concept of co-opetition, which captures the fact
that collaboration is applicable in some cases, while competition is more appropriate in others. The
authors propose biform games to explain and justify the proposed concept. Okura and Carfi (2014)
analyze how cooperative studies can be linked to game theory models and procedures.

The paper proposes a modeling framework for equilibrium searching in supply chains based on
biform games. The authors' contribution is the division of biform games into sequential and
simultaneous forms. Sequential shape gradually applies cooperative and subsequently non-
cooperative techniques. Simultaneous shape contemplates the simultaneous use of cooperative and
non-cooperative techniques. The search for equilibrium is based on negotiating the aspiration values
of the evaluation criteria. A supply chain equilibrium is found when non-empty intersection of these
values is achieved.

The rest of the paper is arranged as follows. The elements of supply chains are summarized in
Section 2. Section 3 reports on sequential biform games in supply chain analyses. The practices of
simultaneous biform games are described in Section 4. The discussion and the conclusions are
presented in Section 5.

2. Supply Chain

A supply chain is defined as a dynamic complex network structure of units, resources, activities,
information and technologies linked to meet demand and move a product from the initial supplier to
the final consumer (Fiala 2005).

The supply chain is modeled as a network system with clusters of:

e  suppliers,

e  manufacturers,
. distributors,

e  retailers,

. customers,

where

e  material,
) information,
e financial,
e and decision

flows connect units in the supply chain. The flows progress in both directions. Decision flows are
considered as a sequence of decisions between supply chain units.

Supply chain management is a collection of models, tools and techniques that are used to manage
these systems throughout the life cycle. The supply chain management consists of four successive
phases:

e  design,

. control,

e  performance evaluation,

e and performance improvement.

These phases repeatedly alternate during the dynamic development of the supply chain and the
environment in which the chain is formed. Supply chain performance is evaluated by more evaluation
criteria:

e economic,

e social,

e environmental,
e and others.

Models of game theory are very useful in analyzing and managing supply chains due to the
inclusion of a larger number of decision-making units that have conflicting but also some common
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interests. The proposed biform game models prove to be a suitable tool for finding a equilibrium in a
network system, where competitive and cooperative processes between the units of the system take
place. The model is enriched by the introduction of multiple evaluation criteria to measure supply
chain performance. The search for an equilibrium in supply chains is modeled using negotiation
techniques under pressure. Negotiation brings the exchange of information, specifying material flows,
reducing inefficiencies and, leads to a better functioning of supply chains according to evaluation
criteria, and hence there is a performance improvement of supply chains.

3. Sequential Biform Game

The sequential biform game is composed from two stages. In the first stage, players compete
and use instruments of non-cooperative games. In the second stage, players cooperate and the tools of
cooperative games are used.

In the first stage, the concept of Nash equilibrium is applied. Nash equilibrium is a set of
equilibrium strategies, from which no player can improve his payout that departs from his equilibrium
strategy, and other players remain with their equilibrium strategies.

A non-cooperative game in the normal form is given by this formula

{N={1,2,..,n}; X1, X5, ..., Xp; T1(x1, X, ooy X)), T2 (X1, X2y vvey X)),y woey T (X, X3y e, X)) 3, (1)

where N is a set of n players; X;,i=1,2, ..., 1, is a set of strategies for player i; m;(xq, %5, ..., %), 1=1,
2, ..., n,is a player's i payout function, defined on n sets X;,i=1,2, ..., n.
Strategies of all players than player i are defined by a vector

X_i = (1, o) Xjo 1) Xjgp1 ooer Xpp)- (2)
A vector of strategies (x{,x3,...,x5) is Nash equilibrium if the following conditions are satisfied

x?(x°,) = argmaxm;(x;,x_;),i = 1,2, ..., n. 3)
Xi
In second stage, a cooperative game approach is used to get the maximal common output and to
distribute this output to individual players. Shapley values (8) can be used for distribution of this
output total.
The maximal common output is reached if the next problem is solved

x° = argmax B1L, 7, (x,). )
X

The game in the characteristic function form is advantageous for modeling and solving
cooperative games. The characteristic function v(S) is introduced for all subsets S € N (i.e. for all
coalition) and defines values v(S) by following formulas:

v(@) = 0,0(S; U $3) = v(S1) +v(S2), )

where S;, S, are disjoint subsets of the set of all players N. A cooperative game with set N of all
players in the characteristic function form is defined as the pair (N, v).

Shapley (1953) introduced a specific allocation rule that has positive characteristics in terms of
equilibrium and fairness of distribution. Shapley vector is defined as

h = (hll hZI ey hn)/ (6)

where the elements of the vector mean the average marginal contribution of the i-th player to all
coalitions in which he may appear as a participant. A contribution of the player i to the coalition S is
designed by the difference:

v(S) —v(S = {ih. @)

Shapley value for the player i is designed as a weighted sum of marginal contributions by the
formula:
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where the number of coalition participants is denoted by the symbol [S| and summarizing takes place
across all coalitions where i € S.

It is useful to link these two stages together. Confidence indices 0 < at<1, foralli=1,2, ..., n,
are presented to create the connection between the non-cooperative and cooperative stages.

4. Simultaneous Biform Games

The simultaneous biform game is composed from one stage where a mix of approaches for
cooperative and non-cooperative games is used together. Multi-round negotiations are in the progress
in the one-stage model. The specific combination of these approaches varies depending on the
situation of the problem. The problem needs to be analyzed, especially in terms of which players can
cooperate and to what extent. There are two specific extreme cases. A classical cooperative model (4)
can be used if all players can fully collaborate. The subsequent distribution of the output is based on
the Shapley values (8). A classical non-cooperative model (3) can be used if no one can cooperate even
in a partial extent.

The general simultaneous biform game model is based on multi-round negotiations with multiple
evaluation criteria (Fiala 1999). The concept of negotiation under pressure goes out from the fact that
each player is exposed to different internal and external pressures. The extent of cooperation is created
by the set of constraints that arise dynamically according to pressures. The effects of pressures are
transformed into the constraints of the model.

4.1. Negotiation model

The general negotiation model supposes 1 players. A strategy space for the negotiation process is
denoted as X. Strategies are vectors x € X, whose components express the parameter values of the
strategy. A consensus strategy x* is an element of the strategy space X. The classical game concepts are
based on a fixed structure of the game and sets of strategies are fixed also. In the proposed model, sets
of strategies and evaluations of strategies are considered as dynamic X;(t),7=1, 2, ..., n. Changes take
place in the discrete time points =0, 1, 2, ..., T.

Each player evaluates strategies by multiple evaluation criteria and assesses the strategies
according to the target values. We denote f!(x), f2(x), ..., f(x) multiple evaluation criteria functions that
depict the strategy x into the vectors of target values y', y? ..., y” of the target spaces of the players Y?,
Y2, .., Y. All players want to optimize the values of their multiple evaluation criteria functions.
Number of criteria may be different for each player.

A dynamic model represents negotiation process, where individual time moments ¢t =0, 1,2, ..., T
capture multi-round negotiation. The dynamic formulation of the problem captures the level of
agreement or disagreement between the players. Reformulation of problems can be taken as searching
for consensus through the exchange of information among players. At the time T the process is
finalized by determining the trajectory to reach consensus. Dynamic negotiation process can be
modeled as a progressive adjustment of the negotiating space until a one-element negotiating space is
achieved.

A set of acceptable strategies is formulated for each player, where the strategies are acceptable
with respect to specified aspiration levels. The aspiration levels bi(t),i=1,2, ..,nt=12, .. T
correspond to opportunities for added values. At the start of the negotiations (¢ = 0) the set of acceptable
strategies for playeri=1, 2, ..., n, has the form

X;(0) = {x;x € X, fi(x) <bi(0)},i = 1,2,...,n. 9)

Then the negotiation space at the start of the negotiations (¢ = 0) is defined as an intersection of
sets of the acceptable strategies of all players in negotiations

Xo(0) = lr=1Xi(0) (10)
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Next negotiations take place over time periods t =1, 2, ..., T. The negotiation process should be
directed to a consensus strategy, to reach one-element negotiating space X, (t).

4.2. Concept of pressure

This concept of negotiation under pressure comes from the fact that each player decides under
pressure subject to objective context with a set of internal and external pressures (Fiala 1999). A player
is under pressure, if he wants to achieve a consensus in a time limit or in a situation where other players
influence his behavior. The pressure affects decisions through a set of constraints that must be met.
Thereafter, the pressure effects are shown in modifications of the set of constraints of the negotiation
model. This will lead to a modification of the set of acceptable decisions for players and a modification
of the negotiating space and may be directed to a consensus

Changes in aspiration levels for criteria functions due to the effects of pressures taking place at
time periods t =1, 2, ..., T, also modify the set of acceptable strategies

X;() ={x;x€ X, fi(x) <bi(t)},i=12,..,n (11)
These changes are characterized by the following formula
bi(t) =bi(t — 1) + p'(D). (12)

Vector p'(t) characterizes the adjustments of aspiration levels for the player i at time t in
comparison with aspiration levels at time ¢ - 1. Vector p(t) describes the adjustments of all aspiration
levels for all players at time t. So called trajectory of pressures is a continuous vector function p(t)
defined on the interval [0, T] that is created by connection of vectors p(0), p(1), ..., p(T). The trajectory
of pressures captures tactics of players in achieving the consensus, an equilibrium in supply chain.

5. Discussion and Conclusions

This paper proposes a general framework for equilibrium searching in supply chains. The
problem-solving framework uses the network system with multiple units in and multiple evaluation
criteria to structure the problem. Biform games are the basis of the process, combining cooperative and
non-cooperative game instruments. The authors propose to classify biform games into sequential and
simultaneous forms. The simultaneous form uses pressure negotiation concepts to achieve an
equilibrium. The search for equilibrium is based on negotiating aspiration values of multiple
evaluation criteria. The framework is flexible enough and allows an additional refinement of the
supply chain equilibrium process, to extend the set of chain units by new and atypical units, to add
additional evaluation criteria, and to include other solution concepts and approaches.

Standard multi-criteria decision techniques or state space searches using heuristic distance
information from ideal criteria values can be used to search for criteria aspiration levels. The approach
can also be enriched with multi-criteria De Novo optimization, where resource constraints in the
chains are variable and the overall constraint is only a budget. New units (start-ups) can be included
in the process of an equilibrium searching. The concept of co-opetition can bring new views into the
analysis of supply chains, including adding new members such as competitors and complementors
(competitors that create added value).

The model framework is open to complement other tools. Allocation mechanisms for the
distribution of outputs can use other instruments, not only Shapley values, but also contracts (Fiala
2016a) and auctions (Fiala 2016b). Graph theory tools can be used to capture the complex structure of
a modeled system with an environment in which units (nodes) formulate relations (edges) and flows
to satisfy overall demand throughout the supply chain. The interconnection of these models and
methods provides a suitable instrument for thorough supply chain analysis.

Acknowledgments: This paper was written with the support of the grant No. IGA F4/66/2019, Faculty of
Informatics and Statistics, University of Economics, Prague. The paper is a result of institutional research project
no. 7429/2018/08 supported by University of Finance and Administration, Prague.

140



References

Brandenburger M. Adam, and Nalebuff J. Barry. 2011. Co-opetition. New York: Crown Business.

Brandenburger M. Adam, and Stuart Harborne. 2007. Biform games. Management Science: 53, 537-549.
https://doi.org/10.1287/mnsc.1060.0591.

Cachon Gérard, and Netessine Serguei. 2004. Game Theory in Supply Chain Analysis. In Handbook of Quantitative
Supply Chain Analysis: Modeling in the e-Business Era. Boston: Kluwer, pp. 13-65. https://doi.org/10.1007/978-
1-4020-7953-5_2.

Fiala Petr. 1999. Modelling of a negotiation process with multiple evaluation criteria. Politickd ekonomie: 47, 253
268.

Fiala Petr. 2005. Information sharing in supply chains. Omega: The International Journal of Management Science: 33,
419-423. https://doi.org/10.1016/j.omega.2004.07.006.

Fiala Petr. 2016a. Profit allocation games in supply chains. Central European Journal of Operations Research: 24, 267-
281. https://doi.org/10.1007/s10100-015-0423-6.

Fiala Petr. 2016b. Supply chain coordination with auctions. Journal of Business Economics: 86, 155-171.
https://doi.org/10.1007/s11573-015-0788-y.

Kreps David. 1991. Game theory and economic modelling. Oxford: Oxford University Press.
https://doi.org/10.1093/0198283814.001.0001.

Myerson B. Roger. 1997. Game Theory: Analysis of Conflict. Cambridge: Harvard University Press.
https://doi.org/10.2307/j.ctvjsf522.

Nagarajan Mahesh, and So$i¢ Greys. 2008. Game-Theoretic Analysis of Cooperation among Supply Chain Agents:
Review and  Extensions.  European  Journal — of  Operational  Research: 187,  719-745.
https://doi.org/10.1016/j.ejor.2006.05.045.

Okura Mahito, and Carfi David. 2014. Coopetition and Game Theory. Journal of Applied Economic Sciences: 9, 1-29.

Shapley S. Lloyd. 1953. A value for n-person games. In Contributions to the Theory of Games II. Princeton: Princeton
University Press, pp. 307-317. https://doi.org/10.1515/9781400881970-018.

Tayur Sridhar, Ganeshan Ram, and Magazine Michael, eds. 2012. Quantitative models for supply chain management.
New York: Springer Science & Business Media. https://doi.org/10.1007/978-1-4615-4949-9.

von Neumann John, and Morgenstern Oskar. 1944. Theory of games and economic behavior. Princeton: Princeton
University Press.

141



doi: 10.36689/uhk/hed/2020-01-016

The Opinion of Young Polish Consumers on the
Innovative Payment Methods — Results of the
Research

Krzysztof Adam FIRLE] * and Martyna DYKA

Cracow University of Economics, Cracow, Poland; kfirlej@uek.krakow.pl; martyna.dyka22@gmail.com
* Correspondence: kfirlej@uek.krakow.pl

Abstract: In the world that is undergoing a constant changing process, it is inevitable that the market
of payment instruments would remain the same. Young Polish consumers are those who are
addressed the most when new payment methods are being introduced. That is why the objective
of this work was to examine their attitude towards innovative payment methods. The research was
done through a human research survey, where each respondent was given a questionnaire with
single and multiple-choice questions. The aim was to determine the main factors that would influence
their choice regarding the payment method. It was found that it is conditioned by the place
of residence and education level. Furthermore, it was shown that, regarding gender, men know more
about innovative payment methods than women and are more likely to use them actively. Apart from
that, it was concluded that the main three factors when choosing the most preferred way of payment
are convenience, time and ease of use. Moreover, the research showed that cost is not a driving force
when that decision is being made.

Keywords: innovative payment methods; cashless payment instruments; attitude towards payments

JEL Classification: E4; O3; D71

1. Introduction

The 21st century is probably one of the most dynamically developing era in terms of technological
advancements. This phenomenon can be seen especially on the mobile phones market. The newest
smartphone with its new features will no longer catch anyone’s attention in five years. Because of these
rapid changes the way people think is being adjusted to the new reality. It is since information is easily
attainable and spread very quickly. People are not used to wait anymore; they require the fulfillment
of their needs ad hoc. Even the most basic daily activities are done accompanied by advanced
technological appliances. The interest in using the newest possible technologies can be explicitly seen
among young Polish consumers, and this also applies when they choose the payment method. In order
to fulfill these new needs, various ways of payment are being created. One of the greatest inventions
of the past ten years are mobile payments which can be done through a portable electronic device
using mobile wallets or payment applications.

A lot of research in the scope of innovative payment methods can be found in the literature
review. One of the researchers, M. Sottysiak, examined the necessity of having new and innovative
developments in the fields of payment and banking (Sottysiak 2015). His aim was also to extract the
essential factors that contribute to the decision-making process when the payment method is being
chosen. The results of the findings lead to a conclusion that young Polish consumers are eager to have
a bank account and would choose payment methods that are convenient and easy to use.
An interesting study was also done by M. Kapler who analyzed buyer decision process among Polish
consumers. In her work she was concentrated on finding the reasons for choosing a given payment
method. As noted by Kapler (2014), the most important factors when deciding on the payment
instrument were cost, speed of the transaction, ease of use and loyalty programs offered. Another
finding of this research was that people are prone to choosing cash instead of cashless methods
of payment. The reason for this is that consumers have certain payment habits and that not all POS in
Poland offer the possibility of using cashless instruments. M. Grzywinska-Rgpca and M. Grzybowska-
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Brzezinska also examined the factors influencing the choice of the method of payment. The results
showed the contrast between the majority of the society and young Polish consumers. The former was
less willing to use cheap bank accounts, instant money transfers and managing their finances without
leaving home. On the other hand, young Polish consumers are eagerly using cashless payment
methods (Grzywinska-Rapca and Grzybowska-Brzezinska 2015).

The main aim of the work is to determine the attitude of the young Polish consumers towards
the innovative payment methods. The hypothesis is that the main factors determining the decision
when young Polish consumers choose one of the innovative payment methods are time, convenience
and ease of use. In order to prove the hypothesis and accomplish the aim of the work, a survey was
conducted.

2. The Characteristic of Innovative Payment Methods in Poland

In recent years methods of payment in Poland were being constantly developed. Except for the
emergence of newer payment cards, such as proximity cards, other cashless ways of paying appeared
on the market. The ones that gained the biggest popularity are Blik, PeoPay, Apple Pay
and Google Pay.

Blik is a method based on generating single-use six-digit codes that are given through the bank
application. The code lasts for two minutes during which it has to be given to the shop assistant or
typed on the screen of the computer in the shop. Blik can be used at the stationary POS, on the Internet,
but also this method enables a consumer to withdraw cash, make a transfer and issue a check. It is an
easy way of payment when P2P (“person to person”) transactions are being paid because it is not
necessary to use the bank account number in order for the money to reach its destination. The only
thing that needs to be done is typing somebody’s telephone number and the Blik code.

Google Pay and Apple Pay are the methods that are based on HCE and NFC technologies. NFC
(Near Field Communication) enables an exchange of radio waves in the distance of 20 cm. It merges
contactless and mobile payments together. It means that a mobile phone equipped with NFC
technology can be a substitute for the basic proximity card. All that needs to be done is moving the
mobile closer to the payment terminal, and if the amount of money is greater than 50 zl, additional
PIN authorization is required. A necessary condition for NFC to function properly is having a virtual
paying card provided by the bank, which is embedded into a SIM card. Later on, HCE (Host Card
Emulation) appeared on the market. It uses NFC technology and a data cloud instead of the SIM card.
A lot of mobile applications were created in order to allow customers to use HCE. The most popular
one on the international market are Google Pay and Apple Pay. They can also be used in Poland, even
though one of the Polish banks created one of such financial instruments on its own, and it is called
PeoPay.

Table 1. shows the popularity of the innovative payment’s methods in Poland. The unit used to
display the quantity of paying cards and HCE/NFC technologies is the quantity of cards issued; when
it comes to Blik and PeoPay it was the number of users. In all of the cases the upward trend can be
seen. Because of the lack of data concerning the number of Polish clients for each Apple Pay and
Google Pay, the table summarizes all the cards issued that use NFC and HCE technology.

Table 1. The Characteristic of Innovative Payment Methods.

. Quantity

Innovative payment method 2015 2016 2017
Paying card 35,209,043 36,874,489 39,095,880
Blik 1,400,000 3,100,000 6,100,000
PeoPay 509,200 672,300 938,200
HCE, NFC Technologi

£C N0 OBIes - 233,372 857,810
(Google Pay, Apple Pay)
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3. Methodology

The survey’s aim was to provide data about the main factors determining the decision when
young Polish consumers choose one of the innovative payment methods. It was conducted with one
of the most popular diagnostic methods — diagnostic poll method. It took a form of a human research
survey and normally its aim is to show the attitude of a given group of people towards a certain
problem.

In order to convey the human research survey a questionnaire consisting of 19 closed questions
was made. They included both single and multiple-choice questions. The survey was supposed to be
conveyed among young Polish consumers aged between 18 and 25, on different levels of education,
living in distinct places in Poland. Such representative group is characterized by the ability of quick
adaptation to changes, the urge to look for novelties and the willingness to rely on inventions that save
time and effort. The aim of the survey was to identify paying preferences of the young Polish
consumers. The hypothesis stated in the work was that the main factors determining the decision when
young Polish consumers choose one of the innovative payment methods are time, convenience and
ease of use.

In order to determine the significance of the differences in the distribution of two nominal
variables, Chi- squared test of independence was done.

The formula used in the test is as follows:

(0i-E;)?
Xt =S = M

Where:

X? — Chi-Square test of independence

Oi — Observed value of two nominal variables
Ei — Expected value of two nominal variables

The formula used to count the expected value of two nominal variables:

__ (sum of the k¢p row) (sum of the izp column)

E;

(total number) (2)

The test served to examine the correlation between sociodemographic data and the answers to
the questions in the questionnaire. Only statistically significant correlations were included in the work.

In order to determine the correlation between the variables, Spearman's rank correlation
coefficient was used. The values of the coefficient vary between +1 (strong positive correlation; along
with the increase of the first variable the other also increases) and -1 (strong negative correlation; along
with the increase of the first variable the other also decreases). When the coefficient equals to 0 then
there is no correlation between the variables.

The statistical significance of all tests indicated is judged at the p = 0.05 significance level.
Analyses were done using SPSS Statistics.

4. Results

4.1. Sociodemographic analysis

The questionnaire was filled in by 514 respondents. Majority of them were women (79.8%),
whereas men constituted for 20.2% of the group. Most of the respondents were at the secondary
education level (54.1%) or had a bachelor’s or engineer’s degree (41.2%). Some people were at the basic
education level (1.4%), vocational education level (0.4%) or had a master’s degree (2.9%). Nearly half
of the representative group lived in cities with more than 200,000 inhabitants (49.6%); a lot
of respondents lived in the country (23.0%); the rest of the group occupied cities with less than 20,000
inhabitants (6.0%), between 20,000 and 100,000 inhabitants (13.6%), and between 100,000 and 200,000
inhabitants (7.8%). The majority of the group was still at school or university, whereas 48.1% studied
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and did not work, 43.8% studied and worked, 7.2% solely worked and 1.0% of the representative group
was unemployed.

4.2. Innovative Payment Methods in Poland

Vast majority of the respondents preferred paying by card (83.7%) and only 16.3% of the group
would choose cash.

Table 2. Paying preferences among the representative group based on their place of residence.

Place of residence

Country and

cities (less Cities (less Cities (more
than 200k than 200k
than 20k . : . :
inhabitants) inhabitants)  inhabitants)

Cash Number of people 36 19 29

Preferred payment method % of people 24.2% 17.3% 11.4%

Paying card Number of people 113 91 226

% of people 75.8% 82.7% 88.6%
Chi-squared test of independence Xx?=11.34; p=0.003

Paying by card was most often preferred by citizens of large (89%) and medium (83%) cities,
whereas inhabitants of the country and small cities (76%) less often chose paying cards. The differences
are statistically significant (p = 0.003) (Tab. 2).

The most important factors influencing the choice of the payment method were convenience
(86%), ease of use (74%) and time (61%). Less significant factors were custom (29%), safety (18%)
and cost (4%) (Fig. 1).

100.0% - 86.2%
o | 74.1%
80.0% 60.9%
60.0% -
40.0% - 28.6%
. 17.9%
200% | 419 O .
0.0% - —— ‘
S & ¢ e ¢
c® %@}' G}O& &‘g& &0% . QQC
] CJO' S) &>
5 &

Figure 1. Factors determining the choice of a given payment method (multiple choice question).

The best-known cashless payment methods were paying card (99%), Blik (88%), NFC and HCE
technologies (63%), Google Pay (49%) and Apple Pay (43%). Less popular was PeoPay (20%). Only
0.2% of the respondents knew none of the above.
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Figure 2. Payment methods known among the respondents (multiple choice question).
Table 3. Known payment methods based on gender.
Gender
Female Male
Paying card Number of people 407 104
% of people 99.3% 100.0%
. Number of people 240 83
NFC and HCE technol
an echinologles % of people 58.5% 79.8%
Blik Number of people 363 89
% of people 88.5% 85.6%
Known payment method A oje P Number of people 160 59
ppie ey % of people 39.0% 56.7%
Number of people 76 29
PeoPay % of people 18.5% 27.9%
Number of people 186 68
le P
Google Pay % of people 45.4% 65.4%
Number of people 1 0
N f the ab
one ot the above % of people 0.2% 0.0%

Chi-squared test of independence

x2=46.17; p < 0.001

Both women and men were similar in their knowledge about paying cards and Blik. But it was
men who more often knew such cashless payment methods as NFC and HCE technologies, Apple Pay,
Google Pay and PeoPay. Chi-squared test of independence shows that given differences are
statistically significant (p < 0.001) (Tab. 3).

The representative group most often used such methods of payment as paying card (96%) and
cash (92%). Less respondents chose Blik (46%), NFC and HCE technologies (26%). Even less often
Apple Pay (13%), Google Pay (8%) and PeoPay (8%) were used (Fig. 3).
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Figure 3. Used payment methods among the respondents (multiple choice question).

Table 4. Used payment methods based on gender.

Gender
Female Male
Cash Number of people 382 91
% of people 93.2% 87.5%
. Number of people 393 101
Paying card % of people 95.9% 97.1%
. Number of people 96 37
NFC and HCE technologies % of people 23.4% 35.6%
. Number of people 189 48
Blik o o o
Used payment method % of people 46.1% 46.2%
Number of people 51 15
Apple P
ppie 2ay % of people 12.4% 14.4%
Number of people 36 5
PeoP
eoray % of people 8.8% 4.8%
Number of people 25 17
le P
Google Pay % of people 6.1% 16.3%
Number of people 0 0
£
None of the above % of people 0.0% 0.0%

Chi-squared test of independence

Xx2=24.07;, p=0.001

Women used cash, paying card, Blik and Apple Pay as often as men. Men chose NFC and HCE
technologies and Google Pay more often than women. On the other hand, women used PeoPay more
than men. Chi-squared test of independence shows that given differences are statistically significant
(p=0.001) (Tab. 4).

More than a half of the respondents used cashless payment methods every day (63%). Other

people in the representative group used them 2-3 times a week (25%), once a week (7%), once a month
(2%) or less often than a month (1%). Only 2% of the respondents did not use cashless methods
of payment at all (Fig. 4).

80.0%

60.0%

40.0%

20.0%

0.0%

63.0%
| 25.3%
| 7.0%
v 2.1% 0.8% 1.8%
T T - T T
Every day 2-3timesa Once a week Once amonth Less often Not at all
week than a month

Figure 4. Frequency of use of cashless payment methods.
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Table 5. Values of Spearman's rank correlation coefficient. The relationship between the place of
residence and the frequency of use of cashless payment methods.

Frequency of use of cashless payment methods

Spearman's rank correlation
Place of residence coefficient
Significance (both-sided) <0.001

-0.21

The analysis of the correlation using Spearman's rank correlation coefficient shows statistically
significant relationship between the place of residence and the frequency of use of cashless payment
methods. The respondents living in large cities more often used cashless payment methods than
citizens of smaller cities (p < 0.001) (Tab. 5).

Goods that were most likely purchased with cash were: dinner at a restaurant (44%) and vending
machine snacks (33%). Less often cash was used to buy a car and electronic equipment (19%), and rent
(17%). Seldom people paid with cash for groceries (17%), clothes (13%), cigarettes and alcohol (11%),
jewellery (7%), petrol (7%), and cosmetics and perfume (6%) (Fig. 5).

Goods that were most likely purchased with paying card were: groceries (66%), and clothes (45%).
Less often paying card was used to pay the rent (31%), dinner at a restaurant (29%), vending machine
snacks (25%), petrol (25%), cosmetics and perfume (21%), or car and electronic equipment (17%).
Seldom people paid with paying card for jewellery (8%), or cigarettes and alcohol (8%) (Fig. 6).

None of the above

12,50%
Cosmetics, perfume 5,60%
6,60%

6,80%

10,70%

13,00%

16,50%
16,70%
19,10%

Petrol

Jewellery

Cigarettes, alcohol
Clothes

Groceries

Rent

Car, electronic equipment
Vending machine snacks

Dinner at a restaurant

43,80%

0,00% 10,00% 20,00% 30,00% 40,00% 50,00%

Figure 5. Goods most likely paid with cash (multiple choice question).

148



None of the above
Cosmetics, perfume
Petrol

Jewellery
Cigarettes, alcohol
Clothes

Groceries

65,70%
Rent 31,00%
Car, electronic equipment 17,00%
25,30%

29,00%

T T T 1

T
0,00% 20,00% 40,00% 60,00% 80,00%

Vending machine snacks

Dinner at a restaurant

Figure 6. Goods most likely paid with paying card (multiple choice question).

Almost everyone in the representative group agrees that growing popularity of the Internet
influences the frequency of use of cashless payment methods (97%) (Fig. 7).

2.9% ___

M Yes

97.1%

Figure 7. Is the growing popularity of the Internet influence the frequency of use of cashless payment
methods?

The majority of the representative group (57%) claimed that cash and paying card were indifferent
to each other in terms of their cost. 31% of the respondents reckoned that paying card was more
expensive than cash, while 12% had the opposite opinion (Fig. 8).

H Cash
Paying card

M Indifferent

Figure 8. The most expensive payment methods.
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Table 6. The most expensive payment methods based on gender.

Gender
Female Male
Cash Number of people 41 19
) % of people 10.0% 18.3%
The most expensive Pavine card Number of people 127 33
payment methods yime % of people 31.0% 31.7%
. Number of people 242 52
Indifferent
neieren % of people 59.0% 50.0%

Chi-squared test of independence

X2 =6.06; p<0.048

Men more often than women claimed that cash was more expensive. More women thought that
cash and paying card were indifferent to each other. The differences between genders are statistically

significant (p = 0.004) (Tab. 6).

Table 7. The most expensive payment methods based on place of residence.

Place of residence

Coil:intr(}; and Cities (less Cities (more
Ce8 e than200k  than 200k
than 20k~ abitants)  inhabitants)
inhabitants)  mhabitants inhabitants
Number of 14 15 31
Cash people
% of people 9.4% 13.6% 12.2%
The m().st ' Number of 2 29 69
expensive Paying card people
payment methods % of people 41.6% 26.4% 27.1%
. Number of 73 66 155
Indifferent people
% of people 49.0% 60.0% 60.8%

Chi-squared test of independence

X2 =10.97; p < 0.027

The citizens of medium and large cities more often claimed that these two payment methods were

indifferent to each other, whereas people living in the country and in small cities thought that paying

card was more expensive (42%). The differences between the groups are statistically significant (p =

0.027) (Tab. 7.)

The majority of the respondents had only one paying card (69%), while 21% of the representative
group had two paying cards or more (8%) (Fig. 9).

80,00% 68,90%

60,00%

40,00% 20,80%

20,00% 2,30% - 8,00%

0,00% e
0 1 2 More than 2

Figure 9. The number of paying cards in possession.
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Table 8. The number of paying cards in possession based on the education level and place of residence.

The number of paying cards in possession

Spearman's rank correlation

Education level coefficient 0.16
Significance (both-sided) <0.001
Spearman's rank correlation 015

Place of residence coefficient ’
Significance (both-sided) 0.001

The analysis of the correlation using Spearman's rank correlation coefficient shows statistically
significant relationship between the education level (p < 0.001), place of residence (p = 0.001) and the
number of paying cards in possession. The respondents with higher education level, living in large
cities were more likely to have a few paying cards (Tab. 8).

The most preferred type of paying card was the proximity card (65%). Only 8% would rather
choose the traditional card, and 25% of the representative group were indifferent to two options.

80,00% -
65,20%
60,00% -
40,00% -
24,70%
20,00% -
2,30% 7/80%

0,00% — . ‘

I do not use Indifferent Traditional card ~ Proximity card

paying card

Figure 10. Preferred paying card.

5. Discussion

According to the findings of the survey young Polish consumers know a lot about innovative
payment methods and prefer them over cash. M. Grzywinska-Rapca and M. Grzybowska-Brzezinska
came to the same conclusion. Moreover, the survey showed that there is statistically significant
relationship between place of residence, education level and the payment method that would be
chosen. The reason for that may be that in larger cities more shops offer the possibility of cashless
payments. Apart from that, more educated people are usually more eager to expand their knowledge
in various fields. Thus, they would be more likely to look for newer and more innovative methods
of payment. It is similar in the case of the number of possessed paying cards (Fig. 9). More educated
people living in larger cities would have more paying cards. This is another proof that the level
of education and place of residence have an influence on the choice of the payment method.
Furthermore, the survey indicates that men know more methods of payment and use them more
actively than women. It can be because men are usually more interested in technological novelties than
women. It needs to be highlighted that in some cases even though people knew some payment method,
they did not necessarily use it. A good example is Blik because 87.9% of the representative group knew
this payment method and only 46.1% used it actively.

When purchasing a certain basket of goods, i.e. dinner at a restaurant, groceries, clothes, petrol,
cosmetics and perfume, the respondents had preferences towards either cash or cashless payments
(Fig. 5 and 6). When they were paying for the rest of the goods stated in the research, the respondents
were indifferent to which payment method they would choose. The reason for that might be that
people usually share a bill at the restaurant, and cash is an easier way of splitting the amount of money
that has to be paid. Thus, the conclusion can be drawn that convenience is an important factor when
choosing the payment method. On the other hand, the respondents were more likely to pay with
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paying card for groceries, clothes, petrol, cosmetics and perfume. All of these goods are products used
on a daily basis, so it is probable that people buy them when they are in a rush, just after they leave
school or work. They would like to save as much time as possible and paying card seems to be the
most suitable way of paying to fulfill that need. As seen in Fig. 9, proximity cards are the most
preferred ones. It is obviously a quicker way of purchasing because there is no need for counting
money and waiting for a change. Hence, it is possible to draw a conclusion that time is another
significant factor when the payment method is being chosen. As opposed to that finding, M. Kapler
claims in her work that the society perceives cashless payment methods more time consuming.
Nevertheless, her conclusion also supports the idea that time is a significant factor in deciding upon
the method of payment.

Cost is not a factor that would influence the choice of the payment method among young Polish
consumers (Fig. 8). However, it has to be pointed out that the inhabitants of the country and smaller
cities perceived paying card to be more expensive. That finding supports the conclusion that place
of residence may influence the choice of payment method. Moreover, one could state that cost would
be a significant factor when the inhabitant of the country or a small city chooses the method
of payment.

6. Conclusion

All in all, above findings confirm the hypothesis of the work that the main factors determining
the decision when young Polish consumers choose one of the innovative payment methods are time,
convenience and ease of use (Fig. 1). To the same conclusion came M. Sottysiak in his work, when he
stated that convenience is important for young Polish consumers. The only limitation to the research
was lack of data about the use of certain payment methods in Poland (Apple Pay and Google Pay.
Nevertheless, in the days to come it is possible that more information would be gathered, and other
researchers would be able to examine this topic even more deeply.
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Abstract: Europe is a region with the highest density of robots in industry. The aim of the article is to
analyse the dynamics of annual robots supplies in five selected European countries and to identify a
connection between the supplies and changes in employment. The one-way analysis of variance used
in the study allowed concluding that the average increase of industrial robots supplies in Germany,
Italy, France, Spain as well as in Great Britain differed significantly in particular years and depended
primarily on the economic situation. A positive correlation between the supplies and annual changes
in employment was observed, which may result from the fact that the robots are substitutes for tasks
performed in given professions but they do not replace them completely.
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1. Introduction

At the threshold of the third decade of the twenty-first century we are trying to consider the borders
of automation and robotisation of business processes more frequently. Due to the automation of business
processes we obtained a possibility of replacing work performed by a man by machine work, computer
or its software work. On the other hand, defining the issues of robotisation of the business processes it
may be observed that for its implementation in an automation process a programming robot is used.
Therefore, although the terms robotisation and automation of processes are commonly alternatively
used, it should be taken into account that robotisation is a part of automation or its special type. There
are also cases of using robots that cannot be defined as automation.

The industrial robots play a particular role in robotisation of business processes. It should be noticed
that in 2020 Europe will be a region with the highest density of using robots in industry. In almost every
industry robotisation of production became necessary and it is considered as a standard of a competitive
activity. Internationalisation of industry and globalisation of economy lead to implementation of the
systems of production automation and consequently to supporting the effects regarding production
scale. Interestingly, at the same time with a growing use of robots an increase in total employment may
be noticed.

The most important achievements in automation and robotisation of business processes studies
include the results of such researchers as Davenport Thomas and Kirby Julia (2015), Autor David
(2015) and Sutherland Charles (2013). The studies concerning these problems were initiated in the early
seventies of the last century in response to the increasing use of robots on production lines in the sixties.

The article deals with an increase in the use of industrial robots in selected European countries,
including Germany, Italy, France, Spain and Great Britain, and focuses on the dynamics of their annual
supplies. The data on the scale of the robotisation of processes in these countries indicate that the number
of workplaces vulnerable to replacement by robots is big enough to propose a hypothesis proving the
use of this type of technology as influencing a character of workplaces in the future. The main problem
to solve in the presented article was to identify an impact of the increase in the use of robots on a level of
employment. Dealing with the issue in more detail, the study tries to identify the links between annual
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supplies of multi-functional industrial robots and changes in employment in five selected European
countries.

2. Methods

In the course of analytical study on the dynamics of annual industrial robots supplies in five
countries, including Germany, Italy, France and Great Britain, the one-way analysis of variance was
used. The data concerning the increases of supplies in the years 2009-2020 (taking into account forecast
data from the years 2018-2020) were obtained from the reports of the International Federation of
Robotics. Subsequently, a correlation between estimated annual multi-functional industrial robots
supplies and annual changes in total employment for the years 2009-2018 was calculated. Statistics on
employment were obtained from the database provided by Eurostat.

3. Results and Discussion

In order to carry out the analytical study we should define the term an industrial robot, which is
every automatically controlled, universal robotic system programmable on at least three axes, that are
fixed or mobile and can be used in industrial automation (according to ISO Standard 8373: 2012). This
means that the robot (International Federation of Robotics 2017):

1. Performs tasks without any external commands during the process (automatically controlled);
Can change movements without changing the equipment (reprogrammable);

3. Is able to perform different operational activities after physical changes such as replacement of
tools (universal).

From the sixties to the nineties of the last century the most of the robots and robotics were limited
to an industrial use. (European Agency for Safety and Health at Work 2015) Although nowadays they
are also used in other sectors, the industry is still one of their essential uses. The demand for industrial
robots has started to increase significantly since 2010. The continuing tendency to automatization and
technical innovations are the main reasons of this phenomenon. According to the data of the
International Federation of Robotics, Europe was the second largest market of sale of industrial robots
in 2018. The average annual growth rate in Europe was 10% in the years 2012-2017. The traditional
industrial robots played a significant role in ensuring competitiveness of European production
industry. Since the 1970s Europe has been competitive in terms of technical and trade considerations
as regards robots, however they are unevenly used depending on the country. (Estolatan et al. 2018)
Germany is the fifth largest robots markets in the world (after China, Japan, the Republic of Korea and
the United States of America). The important market is also Italy. Whether in case of Germany or Italy
it may be assumed that they have favourable solutions regarding the possibilities of automation of
business processes and also institutions necessary in the robotics development6. Other countries with
the significant growth of industrial robots sale are Spain, France and to a lesser degree Great Britain,
however, France and Great Britain are facing the challenges that are posed by public opposition
resulting from the potential of replacing human labour. The rest of West European countries, except
for Austria and Portugal, also recorded an increase of sales but their position in the technological
landscape is less important.

In recent years, the above-mentioned countries have launched the programs, aimed at
development of robotics, that are often a part of the campaign for Industry 4.0. These are initiatives
involving universities as well as domestic companies, mainly in a form of public-private partnerships.
It is presented in figure 1 where estimated annual supplies of multi-functional industrial robots in the
analysed countries, Germany, Italy, Spain, France and Great Britain, can be found. A slow but constant
growth of the estimated supplies may be observed in all the countries except for Great Britain where
there were slight fluctuations on their level in 2015. Germany has been an undisputed leader and in
2017 with the number 21404 it exceeded the sum of supplies acquired in other analysed countries
(19,124 in total).
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Figure 1. The estimated annual supplies of multi-functional industrial robots in selected European
countries, 2008-2020 (forecasting data for the years 2018-2020), own study based on: International
Federation of Robotics (2017), World Robotics Industrial Robots, https://ifr.org/, [accessed on 27
October 2019].

The idea of a future industrial revolution is connected with the achievements of German
production both by scientists and industry analysts. (Kagermann et al. 2013) The great interest in this
topic is related to an expected increase in productivity. It is worth emphasizing that Germany is not
only a user but also an important engineer of industrial robots. The German robotics industry consists
of about 500 companies including a few big players and a large number of small and medium-sized
enterprises specializing in specific areas of use. Most of these companies are owned by stable networks,
Original Equipment Manufacturers (OEMs) and leading suppliers. (GTAI 2018) In addition, Germany
has a strong scientific base specialising in various sub-areas of robotics. It is estimated that 57% of
German robotics is exported and the biggest export markets remain China (10%) and North America
(9%). Moreover, the foreign demand is expected to grow.

Italy is another leading producer of robots in Europe. Italy has the second largest market in the
region and supports industrial automation in production. The statistics show that the industry is
export-oriented and the country is a significant player in the global industrial landscape. The domestic
sector consists in 75% of big companies and in 25% of small and medium-sized enterprises. (Estolatan
et al. 2018) Most of them is located in the north of Italy, especially in Lombardy and Piedmont. In 2016
the national plan, ‘Industry 4.0° was introduced, which aimed at supporting development of the
industry. This long-term strategic document ensures funds, 18 billion euro in total, for research and
technological innovations.

France also has a program supporting enterprises in implementation of digital technologies and
production modernisation: ‘Industrie du Futur’. (European Commission 2017a) In 2008-2017 there was
88% growth in annual supplies of multi-functional industrial robots in France (from 2,605 to 4,897).
The Franche-Comté region is considered to be the most vulnerable to robotisation as it is the strongest
manufacturing region in the country. (Oxford Economics 2019)

The number of robots supplies in Spain was slightly smaller than statistics in France in the
analysed period. The increase in the years 2008-2017 reached 82% and in the last year amounted to
4,180. The Spanish strategy of supporting robotisation is included in the strategy ‘Industria Conectada
4.0’. (European Commission 2017b) It should be noted, that although the total number of industrial
robots supplies in Spain is much smaller than in Germany, relatively more companies use the
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industrial robots. This is a consequence of the fact that the percentage of the enterprises using robots
remains low in Germany but the companies that use them do it to a greater extent. (Jager et al. 2015)

Robotics and autonomous systems (RAS) were recognised as one of the eight technologies
supporting British industrial strategy in 2012 by the British government. They are treated as a chance
to restore a balance in economy as well as growth and jobs creation. The strength of Great Britain in
robotics is considered a large number of experts in the research community and in business. In
accordance with the assumptions of the RAS 2020 strategy this kind of base in connection with proper
investment is to create ecosystem generating new products, services and business. (UK-RAS Network
2019) In the years 2008-2017 Great Britain recorded an increase in annual supplies of industrial robots
at the level of 177%, however, it continues to lag behind other analysed countries.

The one-way analysis of variance of annual supplies of multi-functional industrial robots in five
analysed countries allows for the conclusion that the average increases for individual years
significantly differ.

Table 1. The one-way analysis of variance of annual supplies of multi-functional industrial robots in
selected European countries, own calculations based on: International Federation of Robotics (2017),
World Robotics Industrial Robots, [accessed 27 October 2019].

Df Sum Sq Mean Sq F value p value
Year 11 2.744 0.24947 5.006 3.82e-05 ***

The average growth of annual supplies of robots was not stable and, as in the case of the countries
with higher intensity of supplies as well as lower statistics, depended on an economic situation. There

is a clearly perceived decrease in supplies after the financial crisis in 2007 and then their increase. Since
2012 a demand for industrial robots has increased due to a continuing trend towards automation and
constant technical innovations of robots. In 2012 there was another drop and the sale of industrial
robots in Europe fell by 6% compared to the previous year. After substantial investments of the
automotive industry in 2011 the installment of robots decreased in this sector, while robots were still
purchased by most of the other industries. Although in 2012 the sale of robots decreased in most of the
countries, in Great Britain it increased to record levels. During the next years the sale of robots began
to rise due to relaunching investment in automotive industry. In the years 2013-2018 installations of
robots grew by 19% a year. The average number of robots on 10000 of employees in the manufacturing
industry was 99 in 2018 in the world and 114 in Europe. Europe is a region with the highest density of
robots. (International Federation of Robotics. 2017)

The development of robotics has been an area of particular interest due to its potential to
improving quality of life and workplaces as well as the possible impact on employment and wages.
According to the International Federation of Robotics, robots are substitutes for tasks performed in
many different jobs, however, they are not replacing labour. The increase of their use has resulted in
increased demand for work and has had a positive impact on wages so far. (International Federation
of Robotics. 2017)

It is believed that in all analysed countries the number of workplaces vulnerable to substitution
by robots is so large that we may be sure that this technology will be shaping a character and number
of available workplaces in the future. (Lordan 2018)

The following table provides the correlation between estimated annual supplies of multi-
functional industrial robots and annual changes in total employment in the analysed countries in the
years 2009-2018. The results for all countries except for Great Britain are statistically significant. The
positive correlation is noted, which may indicate a positive impact of robots supplies on employment
in France, Spain, Germany and Italy.
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Table 2. The one-way analysis of variance of annual supplies of multi-functional industrial robots in
selected European countries, own calculations based on: International Federation of Robotics (2018),
World Robotics Industrial Robots, [accessed: 27 October 2019].

France Spain Germany Great Italy
0.8977035 0.775204 0.9587835 0.343092 0.7268532
(0.001019) (0.01412) (4.495e-05) (0.366) (0.02652)

Dauth, Findeisen, Stidekum and Wofsner found no evidence that robots are responsible for the
total loss of jobs in Germany but they rather influence on the structure of employment. According to
their results, each robot destroys two production sites, representing 23% of the overall decrease in
manufacturing industry in Germany in the years 1994-2014. However, the losses were compensated
due to additional workplaces in the service sector. (Dauth et al. 2017) Similarly, Graetz and Michaels
while analysing the periods of emerging from a recession since 1980s checked if they were
characterized by a lower increase in employment due to technological changes. According to the
results for 17 countries, including Germany, Italy, France, Spain and Great Britain, although GDP grew
slower after the last recessions in case of emloyment, no similar change can be observed. Industries
use routine tasks to a greater degree and those more vulnerable to robotisation did not experience
slower increase in employment. The results suggest that technology does not has an influence on a
slower increase of employment after recessions in the developed countries, except for the United States
where it is particularly evident. (Graetz and Michaels 2017) Meanwhile, Backer, DeStefano, Menon
and Suh have shown that there is a positive relationship between employment in international
enterprises in the developed countries and investments in robots. They discovered that a negative
impact is visible only in case of offshoring, that is robotics seems to decrease a need to move a part of
the activity from developed economies. (Backer et al. 2018) Similarly, Carbonero, Ernst and Weber
presented the evidence that the impact of robots on employment in the developed countries is not
significant and what is more the robots influence on a decrease of offshoring, which is benefitial for
employment of the emerging economies. (Carbonero et al. 2015) Additionally, Jager, Moll, Som,
Zanker, Kinkel and Lichtner argue that differences in use of robots cannot be linked with the level of
employment and wages in the countries as a pressure factor for replacing labour by capital. There are
examples that the countries with a relatively low wages, such as Spain, have higher percentage of
companies using robots than countries with high wages, such as Switzerland. (Jager et al. 2015)

At the same time, the results obtained by Chiacchio, Petropoulos and Pichler suggest that one
additional robot for one thousand employees causes a decrease in employment by 0.16-0.2 percentage
points. The calculations were performed with the use of the data for the countries analysed also in this
article, except for Great Britain. Additionally, Finland and Sweden were taken into account. (Chiacchio
et al. 2018) Comparing the employment on positions vulnerable to automation in the three decades it
was stated that there is no significant evidence of continuation of automation in all the analysed
countries (Germany, Italy, France, Great Britain, Spain). (Lordan 2018) This may suggest that the
analysed countries reorganised work in other way than the countries with a significant employment
decrease.

4. Conclusions

The conducted studies, both theoretical and analytical, proved that the implementation of the
increasingly modern robots is a constant and unstoppable process in the analysed countries.
Robotisation of the industrial production is facilitated by a good economic situation and above all
omnipresent, not only in European countries but also worldwide, production standarization. The
conducted analysis of the dynamics of annual supplies of industrial robots as well as their impact on
employment allowed to draw a few significant conclusions regarding the assessment of the state of
robotisation and its future in Europe.
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1. Robotisation of the global and European production is regarded as a continuous and necessary
process both in a growth and economic development of countries in the world. This thesis is
accepted by theoreticians, researchers and practitioners of the economic life.

2. During the last decade the increasing interest in industrial robots is noticeable in Europe, which
remains the second largest market for their sale. This tendency is clearly visible in the statistics
regarding the annual supplies of robots in the analysed European countries. This is reflected in a
slow but constant increase of estimated supplies in all countries, except for Great Britain where
since 2015 there have been slight fluctuations in their level.

3. The average increases in the industrial robots supplies in Europe for the individual years differed
significantly in the countries with high intensity of supplies as well as with lower statistics. One-
way analysis of variance of the annual supplies allows to conclude that they depended on the
economic situation.

4. The conducted studies and their results proved that there was a positive correlation between
estimated annual supplies of multi-functional industrial robots and annual changes in the total
employment in the analysed countries in the years 2009-2018. This is confirmed by the statistically
significant results for all countries except for Great Britain. This may result from the fact that robots
are substitutes for tasks performed within given jobs but do not replace them completely, which
means that the differences in use of robots should not be linked only with the level of employment
as a pressure factor for work replacement.
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Abstract: The Kalman filter is one of the classical algorithms of statistical estimation theory, which
finds application in many different areas, including econometrics. One of the possible problems for
which the Kalman filter can be suitably employed is the exchange rate prediction. Over the course of
time, various authors have investigated the possibility of using the forward rate to predict the future
spot rate. In general, however, it has been shown that the accuracy of the predictions based on the
assumed equality between the forward rate and the future spot rate is not very satisfactory. The paper
deals with the presentation and empirical evaluation of the possibilities of using the Kalman filter in
predicting the future spot rate on the basis of the forward rate. Various models for describing the
relationship between these rates are presented and their predictive performance is then assessed on
the exchange rate data of currency pairs EUR/CZK and USD/CZK. The results show the benefits of
using the Kalman filter.
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1. Introduction

The relationship between the forward exchange rate and the future spot rate has been investigated
by a number of authors (Engel 1996). Initially, it was assumed (Cornell 1977; Levich 1978) that the
forward rate could be used as an optimal predictor for the future spot rate, i.e. that the so-called
Unbiased Forward Rate Hypothesis (UFRH) holds, and the forward rate is an unbiased estimate of the
future spot rate. Later, however, the views that UFRH does not hold and the forward rate is not a
suitable predictor of the future spot rate began to prevail (Hansen and Hodrick 1980; Fama 1984).
These views were supported by the results of many empirical studies for various currency pairs
(Baillie, Lippens, and McMahon 1983; Frankel and Chinn 1993; Wesso 1999); other studies have shown
that models predicting the spot rate using the forward rate do not produce better results than modeling
the spot rate as a random walk (Bilson 1981; Meese and Rogoff 1983). The invalidity of the UFRH
hypothesis was explained, for example, by the existence of a risk premium (Wolff 2000; Fama 1984),
irrational expectations (Baillie, Lippens, and McMahon 1983) or by the influence of various external
factors on the foreign exchange market (Wolff 1987). More recently, authors, in particular (Hai, Mark,
and Wu 1997; Luintel and Paudyal 1998; Zivot 2000; McMillan 2005), have started to focus more closely
on the cointegration relationship of the spot and forward rates, thus challenging the results of some
previous studies.

(Phillips and McFarland 1997; Clarida et al. 2003) have shown that the forward rate may contain
some useful information about the future spot rate. (Wolff 1987; Wesso 1999) pointed out that,
according to empirical findings, the relationship between the forward rate and the future spot rate
changes over time. (Wolff 1987; Barnhart and Szakmary 1991; Bonga-Bonga 2008) thus propose to
construct a model with time-varying coefficients, that captures these characteristics of the relationship
development and allows to achieve better predictive performance. (Wolff 2000; Bhar 2010) consider
the existence of a risk premium as a time-varying unobservable variable whose inclusion in the model
can explain the differences (deviations) between the forward rate and the future spot rate. The Kalman
filter can be used to estimate the time-varying model coefficients and the development of the risk
premium over time.
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The paper deals with the presentation and empirical evaluation of the possibilities of using the
Kalman filter in predicting the future spot rate on the basis of the forward rate for currency pairs
EUR/CZK and USD/CZK. Section 2 is devoted to a brief introduction of the Kalman filter and various
models for describing the relationship between the spot and the forward rate. In section 3, the results
of empirical analysis are presented and discussed. Section 4 provides a final summary of the results.

2. Methodology

2.1. KalmanfFilter

The Kalman filter is a tool which enables to estimate an unknown and unobservable state of a
stochastic linear dynamic system using measurements corrupted by noise. The estimate produced by
the Kalman filter is statistically optimal in some sense (for example when considering the minimization
of the mean square error; see (Kalman 1960) for details).

Algorithm of the Kalman filter

Let us consider a stochastic linear dynamic system in discrete time, which is represented by the
following state-space model (it is assumed here that the system has no inputs)

X =P X g+ Wiy, €Y)
z, = Hix, + v,. (2)

Equation (1), referred to as the state equation, describes the dynamics of the system, the vector
x; € R™ is the (unknown) vector of the system state at time t, the matrix ®,_; € R™" represents the
system state transition between time t — 1 and t. Equation (2) is called the measurement equation,
the vector z, € R™ is referred to as the system output vector, the measurement vector or the
observation vector, the matrix H, € R™" describes the relationship between the system state and the
measurements. Since a stochastic system is concerned, the vectors x, and z,, t =0,1,2,.., can be
considered as random variables, and their sequences {x,} and {z,} are then random (stochastic)
processes.

{w,} and {v,} are random noise processes; these processes are assumed to be uncorrelated
Gaussian processes with zero mean and covariance matrices Q, € R™*" resp. R, € R™™ at time t
(the processes have qualities of Gaussian white noise).

Furthermore, let us assume that x, is a random variable having a Gaussian (normal) distribution
with known mean x, and known covariance matrix P,. Moreover, suppose that x, and both the
noises are always mutually uncorrelated. Thus, the following holds for all ¢

E{w;) =0,

E(v) =0,
E(w,,wi,) = Q.,6(t; — t),
E(v,, v[) = R, 6(t, — t1),

E{w, v[) =0,
E{xowl) =0,
E{(x,vl) =0,

where the symbol § refers to the Kronecker delta

1, t=0,
Mﬂ_{a t#0.

The aim of the Kalman filter is to produce an estimate of the state vector x, attime t, denoted by
X;, so that this estimate is optimal (for example with respect to minimizing the mean square error).

The algorithm of the Kalman filter is recursive; the calculation at time t consists of two main
steps. Firstly, the a priori estimate X, at time t is computed through substituting the a posteriori
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estimate from time t — 1 into the deterministic part of the state equation of the model; this step is
called the prediction step. Then, this estimate is adjusted by using the measurement carried out at time
t, which results in obtaining the a posteriori estimate X..,y at time ¢; this is the correction step.

The following relation can be written for the a priori estimate of the state vector X;_, at time ¢;
the uncertainty of this estimate is expressed by the a priori error covariance matrix P

Xioy) = Peo1X1(4)
Pyoy= @ Pry()®_1 + Qs

Then, after obtaining the measurement z,, the a posteriori estimate of the state vector X is
determined by the combination of the a priori estimate and the difference between the actual and the
expected value of the measurement weighted by the matrix K,; its uncertainty is expressed by the a
posteriori error covariance matrix Py,

i) = Reoy + Kelze — HZe ),
Piy = Py — KeH P,

-1

K, = P, HI[H,P,\H! +R,] .

A detailed derivation of the given equations of the Kalman filter can be found for example in
(Grewal and Andrews 2015); more detailed presentation of the algorithm, its features and its
theoretical assumptions is provided for example in (Grewal and Andrews 2015; Harvey 1989; Maybeck
1979; Simon 2006); practical aspects of the implementation of the filter are discussed for example in
(Maybeck 1979; Simon 2006).

2.2. Models of the Relationship between the Forward Rate and the Future Spot Rate

Regression model

The relationship between the forward rate and the future spot rate can be described by a
regression model

Serk = @+ Bfi + Ervrs 3)

where s,,;, denotes the spot rate at time t+k and f; the forward rate quoted at time t with
maturity at time t + k, €., are random model residuals with zero mean. The coefficients ¢ and f
can be estimated using the ordinary least squares method. The situation where a =0 and =1
corresponds to the validity of the UFRH; rational expectations and neutral risk are assumed.

Considering the (generally proven) exchange rate non-stationarity, it is appropriate to pay
attention to testing the possible cointegration of the spot rate and the forward rate. Proving the
cointegration then determines the appropriateness of using the model.

Time-varying coefficient regression model

(Wolff 1987; Barnhart and Szakmary 1991; Bonga-Bonga 2008) suggest that the coefficient
varies over time so that the time-varying relationship between the forward rate and the future spot
rate can be captured. This leads to the following model, the development of the values of the coefficient
p is modeled as a random walk (Bonga-Bonga 2008)

Sexk = @+ Beft + €t )]
Be = Br-1 + €. %)

Equation (5) can be viewed as the state equation (f represents the estimated state variable x) and
equation (4) as the measurement equation of the state-space model to which the Kalman filter can be
applied as described in Section 2.1.
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Model with time-varying risk premium

(Wolff 2000; Bhar 2010) propose the idea that empirically proven deviations between the forward
and the future spot rate consist of a risk premium p and random deviations e. They suggest the
following model, risk premium development is modeled as an AR(1) process (Wolff 2000)

Serk = [t + Deak + Etrio (6)
Pt = PPr—1 + &t @)

Equation (7) represents the state equation (p is the estimated state variable x) and equation (6)
represents the measurement equation, the Kalman filter can be used to solve the task of estimating the
risk premium.

3. Results and Discussion

Data on spot and forward exchange rates for currency pairs EUR/CZK and USD/CZK were used
for the empirical analysis. The data come from the website of the Czech National Bank. These are daily
observations covering the period from 1 May 2001 to 31 December 2019, a total of 4,700 values (for
each exchange rate). Forward rates are given in the form of forward points, which have been converted
into exchange rate values for analysis purposes. Forward rates with a maturity of 3 months (90 days)
and 6 months (180 days) are available. If in subsequent calculations the value of the exchange rate of a
non-trading day was needed, it was replaced with the previous available value. All calculations were
performed with the logarithms of the rates. Implementation was done using R.

By means of the augmented Dickey-Fuller unit root test, all the series of exchange rates were
shown at the significance level of 5% to be non-stationary of type I(1). The Engle-Granger two-step
method (Engle and Granger 1987) was used to assess the cointegration between the spot rate and the
forward rate. For each pair of rates, coefficients of the regression model (3) were estimated by the
ordinary least squares method. In all cases, the model residuals were stationary I(0), indicating
cointegration. The relationship of cointegrated series can then be described by an error correction
model, for example according to (Engle and Granger 1987) (the model is derived from the ADL(1, 1)
model)

Aser = &' + V' (Spek—1 — B'fe1) + 8Afe + € i (8

The model with time-varying coefficients and the model with time-varying risk premium were
estimated using the Kalman filter. At the same time, the spot rate (one-step ahead) predictions were
calculated. The residuals of all constructed models (except for the basic regression) have white noise
properties.

Figures 1-4 illustrate the comparison of the (logarithms of the) actual spot rate s, and its estimates
for the currency pair EUR/CZK using the forward rate with a maturity of 3 months for the period from
1 January 2019 to 31 December 2019. Figure 1 shows estimates according to the basic regression model
$;, Figure 2 estimates according to the error correction model §;°°, Figure 3 estimates according to the
model with time-varying coefficients §;°°, and Figure 4 estimates according to the model with time-

varying risk premium ;7.
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Figure 1. Spot rate and its estimates according to the basic regression model.
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Figure 2. Spot rate and its estimates according to the error correction model.
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Figure 3. Spot rate and its estimates according to the model with time-varying coefficients.
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Figure 4. Spot rate and its estimates according to the model with time-varying risk premium.

The following descriptive statistics of the deviations of the predicted from the actual spot rate
were calculated to assess the quality of the predictions: mean error (ME), mean absolute error (MAE),
maximum absolute error (MAXAE), and root mean square error (RMSE). The results for both currency
pairs and maturities of 3 and 6 months are shown in Table 1.

Table 1. Summary statistics of the predictive performance.

ME MAE MAXAE RMSE
EUR/CZK, 3 months
Basic model 8.39 - 10 0.00783 0.06474 0.01102
Error correction model -1.35-10% 0.00097 0.01749 0.00154
Model with time-varying coefficients -3.26 - 102 0.00141 0.01895 0.00216
Model with time-varying risk premium -3.25-101° 0.00140 0.01823 0.00215
EUR/CZK, 6 months
Basic model 2.06 - 10-° 0.01096 0.07964 0.01542
Error correction model 3.07 - 102 0.00098 0.01756 0.00154
Model with time-varying coefficients -2.92-10% 0.00140 0.01790 0.00221
Model with time-varying risk premium -5.97 - 10 0.00141 0.01809 0.00221
USD/CZK, 3 months
Basic model 3.48 - 10 0.01925 0.11118 0.02478
Error correction model -5.50 - 100 0.00227 0.02515 0.00315
Model with time-varying coefficients -1.16 - 10 0.00318 0.03744 0.00444
Model with time-varying risk premium -5.10 - 10 0.00318 0.03659 0.00442
USD/CZK, 6 months
Basic model -2.82-101 0.02647 0.13262 0.03448
Error correction model 5.76 - 102 0.00267 0.02513 0.00315
Model with time-varying coefficients -7.89 100 0.00316 0.02859 0.00445
Model with time-varying risk premium -8.80 - 10-° 0.00319 0.02846 0.00447

The table shows that the basic regression model based on the assumed equality between the
forward and the future spot rate achieves the worst results. As can be seen from Figure 1, in some sub-
periods the estimates are overvalued, in others the estimates are undervalued. The accuracy of the
predictions of the model with time-varying coefficients and of the model with time-varying risk
premium is very similar. The predictions constructed according to the error correction model are
slightly more accurate. The mean error of all models does not significantly differ from zero; in the long
term, the estimates are not systematically biased (however, in the case of the basic regression model,
biases occur in partial periods, but on the whole these biases are compensated). In general, better
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results are achieved for the currency pair EUR/CZK than for USD/CZK; the maturity period has no
significant impact on the accuracy of the predictions (except for the basic regression).

4. Conclusions

The paper dealt with the prediction of the future spot exchange rate on the basis of the forward
rate and especially focused on the possibilities of using the Kalman filter in solving this task. Various
models of the relationship between the spot and the forward rate were described and then their
predictive performance was evaluated and compared using data on the rates of currency pairs
EUR/CZK and USD/CZK. The basic model based on equality between the forward and the future spot
rate cannot be considered appropriate according to the empirical results, the reason can be found in
the possible invalidity of the theoretical assumptions of rational expectations and especially of neutral
risk. This is the basis for other models that focus on describing the time-varying relationship of the
rates. The model with time-varying coefficients, the model with time-varying risk premium, and the
error correction model allow to use information on the deviations between the forward and the future
spot rate and accordingly correct the basic estimates, enabling to achieve better predictive performance.
The Kalman filter can be appropriately used to estimate the model coefficients and the risk premium.
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Abstract: The article is devoted to tax preferences applicable to local taxes in Poland. The scope of local
taxes includes, in particular, property tax and vehicle tax. They result from one legal act and are paid
into the municipal budget. Other taxes that flow into the same budget (but follow from other laws)
are: agricultural tax and forestry tax. These taxes are undoubtedly of a local nature as they contribute
to the budgets of local government units. The article focuses on the tax preferences resulting from these
taxes. The main issue discussed was the issue of shaping tax rates and their reductions, introduction
of exemptions from the collection of local taxes. Data for the research were obtained from reports on
the execution of budgets of local government units. The research shows that real estate tax has the
greatest fiscal significance and its construction has the most solutions related to tax preferences related
to the tax rate and exemptions. It was subsequently pointed out that a tax on means of transport is an
important tax from the point of view of tax concessions reducing the tax burden.

Keywords: local taxes; vehicle tax; property tax; forest tax; agricultural tax
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1. Introduction

Local taxes are an important source of income for municipalities, which must pursue important
public objectives at local level. Sometimes municipalities decide to introduce solutions to the
construction of local taxes, which will also be aimed at achieving important economic goals. Such a
solution may be various types of tax preferences, related to e.g.: reduction of the tax rate, exemption
from tax of certain groups of taxpayers. Specific solutions are to exert desired changes in the local
economy characterized by increased economic activity. This will translate into greater economic
development of the region in the future. This article focuses on presenting the subject of local taxes in
Poland and indicating the preferences we deal with in the practical implementation of tax obligations.
They are different in nature as they can affect different types of taxable persons. In connection with
the subject matter pursued, a hypothesis was put forward that the largest share of tax preferences to
taxes collected occurs in the real estate tax, and then in the tax on means of transport, and they mainly
determine the nature of the tax policy. In other taxes, i.e. tax preferences are of little importance. In
order to verify the scientific hypothesis, the current literature on the subject referring to tax preferences
and statistical data related to the applied tax reductions was reviewed. On this basis, the conclusions
of the study were finally clarified.

2. The System of Local Taxes in Poland

In Poland, the system of local taxes that contribute to the budget of communes includes: (a) real
estate tax, (b) tax on means of transport, (c) the agricultural tax, and (d) forestry tax.

Real estate tax on buildings or parts of buildings, structures or parts thereof intended for non-
agricultural or forestry economic activities, or on land covered by these provisions. The basis for the
property tax assessment is the usable floor area of buildings or parts thereof multiplied by the
appropriate tax rate established by the municipal council. In case of structures, the tax is calculated as
a product of 2% of the value of structures determined for depreciation purposes as at 1 January of the
tax year or, in special cases, their market value. The amount of taxation in relation to land is the product
of its area and the specific tax rate. The upper limits of the rates are set annually by the Minister of
Finance, but municipalities have the possibility to reduce them. Some municipalities do not change the
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statutory rates, which is undoubtedly not attractive for taxpayers because they cannot count on a tax
reduction. The property tax liability in the real estate tax is imposed on natural persons, legal entities
and organizational units without legal personality which are its owners, holders or managers. Real
estate tax is the most efficient local tax, which is the reason why budgets receive the most money from
this tax.

Tax on means of transport, applicable to lorries, trailers, semi-trailers, buses. The tax is paid by the
owners of the means of transport. The Council of each municipality shall determine in a resolution the
amount of the tax on means of transport, bearing in mind the principle that it may not exceed the limit
specified in the Act. When setting the rates, the municipal council should take into account the type of
measure, the cylinder capacity or engine power, the payload, the total weight and may also take into
account the age or value of the means of transport.

The agricultural tax is paid by the owners of land belonging to the agricultural holding with a total
area exceeding 1 ha. Land belonging to or owned or held by a natural or legal person is subject to
agricultural tax. Land under lakes and flowing waters, constituting wastelands, entered in the
property of historic monuments, occupied for economic activity other than agricultural activity, is
excluded from taxation. The agricultural tax is the number of conversion hectares, which is determined
on the basis of the area, types and classes of agricultural land resulting from the land register and
inclusion in the tax district. The legislator established four tax districts, which include communes and
towns, depending on economic, production and climatic conditions. The table contained in the
Agricultural Tax Act specifies the conversion rates according to which the agricultural area expressed
in hectares (physical hectares) is converted into conversion hectares. In order to calculate the tax, the
relevant specific rate for 1 conversion hectare must be applied. Agricultural tax rates are annual
specific rates determined by dividing 1 conversion hectare by the price of 2.5 quintals of rye calculated
according to the average purchase price of rye for the first 3 quarters of the year preceding the tax year.

Conversion of agricultural tax rates, which take into account the above mentioned criteria, is
presented in the table 1 below.

Table 1. Scale of agricultural tax.

Types of agricultural Arable land Meadows and pastures
area
Tax districts | 11 111 v | 11 111 v
Class of agricultural area Conversion factors
I 195 180 1.65 1.45 1.75 1.60 1.45 1.35
I 1.80 1.65 1.50 1.35 1.45 1.35 1.25 1.10
IIa 1.65 150 1.40 1.25
I 1.25 1.15 1.05 0.95
1Ib 135 125 1.15 1.00
IVa 110 1.00 0.90 0.80
IV 0.75 0.70 0.60 0.55
IVb 0.80 075 0.65 0.60
Vv 035 030 0.25 0.20 0.20 0.20 0.15 0.15
VI 020 015 0.10 0.05 0.15 0.15 0.10 0.05

Source: Agricultural Tax Act.

Forestry tax - all forests are subject to forestry tax except forests not related to forest management,
occupied by recreational centers, building and recreation plots and excluded by administrative
decisions from forest management for purposes other than forestry. Forests not subject to forest tax
are subject to property tax. The tax obligation with respect to forestry tax is imposed on natural
persons, legal persons, and organizational units without legal personality, which are the owners.
Forests with stands up to 40 years old, forests included in nature reserves and national parks,
protective forests and forests entered in the register of monuments are obligatorily exempt from
taxation. The structure of the tax base is complex. These are the number of conversion hectares
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determined on the basis of the area of the main tree species in the stand and the grading classes. The
table contained in the Forest Act contains forest area conversion factors expressed in physical hectares
per conversion hectare, taking into account tree species in stands and stand classification. The forest
tax from 1 conversion ha for the tax year amounts to the monetary equivalent of 0. 200 m3 of coniferous
sawmill wood, calculated according to the average sales price of wood obtained by the forest
inspectorates for the first three quarters of the year preceding the tax year. The average selling price of
coniferous sawn timber is determined on the basis of the announcement of the President of the Central
Statistical Office, which is announced within 20 days after the end of the third quarter. For protective
forests, forests belonging to nature reserves and national parks, and forests for which no forest
management plan or simplified forest management plan has been drawn up, the forest tax for the fiscal
year is the monetary equivalent of 0.3 q rye per 1 ha of physical forest and forest land, determined on
the basis of the land register.

The taxes presented above are the main tax revenues of the municipalities'’; budgets. Their fiscal
performance varies. The highest income usually comes from property tax, which is due to a very large
tax base. The lowest tax revenue comes from the forest tax, which is due to the small number of forests.
The presented taxes are subject to various tax exemptions and discounts, which will be presented in
the next part of the article.

3. The Concept and Scope of Tax Preferences

Tax preferences are a kind of tax advantage that is provided for in the tax laws of a country. For
taxpayers, they are certain solutions that allow to reduce the tax burden or shift the tax assessment
and collection to a period convenient for the taxpayer (Tegler 1998).

The notion of tax preferences refers to all legally binding elements allowing to reduce the tax
burden. Such solutions do not have to be targeted at all taxpayers. They can only be used by a narrow
group of taxpayers. A state with unlimited tax authority may introduce various types of tax solutions
only to a specific group of entities, e. g. a company with unlimited tax authority. In order to develop a
particular industry. Offering tax reductions by the state can even be treated as a kind of subsidy to the
taxpayer (Tipke 1998). These tax preferences are part of the applicable tax policy. As a tool for economic
impact, they refer to the impact on social and social objectives. If taxpayers use solutions to help them
reduce their taxes, they can become more loyal to the state (Lamberton, De Neve, and Norton 2014).

According to the norms of the OECD organization, a tax preference is a transfer of public funds
made as a result of a reduction in tax liability in relation to the adopted tax standard (OECD). The tax
arrangements in place that result in a tax reduction are undoubtedly a tax preference. Among them
we can observe: tax reliefs and deductions and tax exemptions. Relief and deduction allows you to
reduce the tribute in a certain proportion. The tax exemption, on the other hand, refers to the exclusion
of given tax sources or entities from taxation. In the Polish Act of 1997, the Tax Ordinance, which
constitutes the backbone of the tax system, stipulates that: tax relief is understood as exemptions,
deductions, reductions or reductions provided for in the tax law, the application of which results in a
reduction of the tax base or the amount of tax with the exception of a reduction of the amount of output
tax by the amount of input tax, within the meaning of the VAT regulations, and other deductions
constituting an element of the tax structure (the Tax Ordinance).

The above-mentioned definitions (OECD and Tax Ordinance) correspond to each other, however,
the former is much broader than the Polish statutory definition. As it was rightly noted in Report No.
7 on Tax Preferences in Poland prepared by the Ministry of Finance in Poland in 2016 that tax
preferences are an alternative to direct budget transfers. The difference is, in fact, that spending money
from the state budget involves two stages: receiving money and spending it - in the case of tax
preferences, the revenue is immediately consumed. The Polish economic reality shows that tax
preferences are most noticeable in direct taxes, e. g. income taxes. They play a lesser role in indirect
taxes. Polish tax services are trying to monitor the situation with regard to tax preferences by
calculating the amount of revenue foregone in the budget.
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Table 2. Tax preferences in Poland in the years 2009-2015 — PLN.

2009 2010 2011 2012 2013 2014 2015
Value of 59.517 67.241 72.041 73.795 76.945 79.777 82.710
Preferences
in mln
Preferences 4.43 4.75 4.72 4.63 4.70 4.61 4.60
% GDP

Source: Report no 7 Preferencje podatkowe w Polsce w latach 2009-2015, Ministry of Finance 2018 r.
https://www.podatki.gov.pl/media/1221/preferencje-podatkowe-w-polsce-nr-7.pdf

The table below shows that the value of tax preferences in Poland in the years 2009-2015 was
steadily increasing. Within seven years it has increased by over 20 billion PLN. The value of the applied
preferences in relation to GDP did not show a high fluctuation. In the last two years under review, it
has been almost unchanged and stands at around 4.6% of GDP.

4, Tax Preferences in Local Taxes

Exemptions from the real estate tax for the benefit of local taxpayers are at the forefront of the
statutory regulations on local taxes:

o real estate or parts thereof occupied for the needs of local government authorities and
administration,

o on condition of reciprocity - real estate owned by foreign countries or international
organizations or transferred to them for perpetual usufruct, intended for the seats of
diplomatic representations, consular posts and other missions enjoying privileges and
immunities in accordance with international laws, agreements or customs,

o public road structures and land occupied by public roads, including road lanes,
buildings used exclusively for public rail transport and land occupied by them,
port infrastructure structures, infrastructure structures providing access to, and land
occupied by, ports and marinas,

o land under running water and navigable canals, with the exception of lakes and land
occupied by reservoirs or hydroelectric power stations,

o farm buildings or parts of farm buildings connected with forestry activities, occupied by
special sections of agricultural production and agricultural holdings within the meaning of
the provisions on agricultural tax, farm buildings or parts of farm buildings connected with
agricultural activities,

o real estate or parts thereof occupied for the needs of statutory activity of the associations
among children and youth in the field of education, upbringing, science and technology,
physical culture and sport, with the exception of those used for business activity, and land
permanently occupied for camps and holiday bases for children and youth,

o buildings and land entered individually in the register of monuments, provided that they
are maintained and maintained in accordance with the provisions on the protection of
monuments, with the exception of parts occupied for economic activities,
buildings and land owned by registered museums,
real estate or parts thereof exempt from real estate tax pursuant to separate acts,
buildings and structures newly built or modernised, put into use, used by the group for its
statutory activity, after obtaining an entry of the group in the register of groups - within 5
years from the date of obtaining an entry of the group in the register.

Other exemptions may be decided by the commune within the framework of a resolution. A very
common solution applied by communes is exemption from real estate tax for entrepreneurs who
conduct their business activity within special economic zones. Currently, 14 zones operate in Poland,
offering various solutions. Among the exemptions from real estate tax there are also author's solutions
in communes directed only and exclusively for a specific type of entrepreneurs. An example is the
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commune of Radymno in the south of Poland, which offers a property tax exemption for business
entities, but only after a strictly specified investment (real estate construction) has been completed in
the commune. The entrepreneur must therefore submit an appropriate application in order to obtain
the exemption. The length of the period during which the entrepreneur does not pay the means of
transport tax is: (a) one year, if the value of the new investment is at least PLN 100,000; (b) two years,
if the value of the new investment is at least PLN 300,000; (c) three years, if the value of the new
investment is at least PLN 500,000 and the tax-exempt entity will conduct business activity for a period
of 6 years under pain of losing the right to exemption for the entire period during which it benefited
from the exemption.

In turn, the City of Wroctaw and the Municipality of Wroctaw provided for an exemption from
property tax. The rules of the exemptions stipulate that for every created workplace connected with a
new investment in Wroctaw, a property tax exemption is granted for 60 m2 of buildings or parts of
buildings occupied for business activity. The exemption period is 12 months if up to two jobs are
created. The exemption can be extended by 6 months if another job is created. Taxpayers are obliged
to maintain newly created jobs in Wroctaw, at least 3 years from the date of filling the first position
(small and medium enterprises), and 5 years in the case of large enterprises. With regard to property
tax and vehicle tax, municipalities mostly adopt specific tax rates that are lower than the upper limit
set in the Act. This can also be considered as some kind of tax relief related to the reduction of tax
liability.

As regards the tax on means of transport, the law regulating the tax provides for an exemption
from the payment of this tax for the means of transport:

o means of transport (subject to reciprocity) owned by diplomatic representations, consular
posts and other foreign missions, enjoying privileges and immunities pursuant to
international laws, agreements or customs, and members of their staff, as well as other
persons equal to them, if they are not Polish citizens and do not have a permanent residence
in the territory of the Republic of Poland;

o means of transport constituting mobilization reserves, special vehicles and vehicles used for
special purposes within the meaning of the road traffic regulations;

o historic vehicles, within the meaning of road traffic regulations.

Exemptions are also provided for in the agricultural tax for:

o the agricultural area of class V, VI and VIz and the wooded and shrubby areas established
on the agricultural area, (b) farmland resulting from the use of uncultivated land - for a
period of 5 years, counting from the year following the end of the use of the land;
land occupied by water reservoirs used for supplying water to the population;
land under flood embankments and land located in embankments;

o higher education institutions, public and non-public organizational units covered by the
education system and the bodies running them, within the scope of land occupied for
educational activity;

o entrepreneurs with the status of a research and development centre obtained on the basis of
the principles specified in the provisions on certain forms of supporting innovative activity
in relation to the objects of taxation seized for the purposes of conducted research and
development works. Agricultural taxpayers are also granted investment relief, which is
subject to deduction of 25% of investment expenditure from the agricultural tax due on land
located in the commune in which the investment was made. Investment relief is granted in
connection with expenses incurred for the construction and modernization of livestock
buildings used for breeding and maintenance of farm animals and environmental protection
facilities.

The latest forestry tax provides for exemptions from the payment of this tax in the following cases:
woods with stands up to 40 years old; forests entered individually into the register of monuments; and
organic land.
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The economic literature shows that municipalities applying tax preferences make the most of tax
rate reductions. The authors of the studies by Galinski, Felis, Wotowiec, Skica, Kiebata, Swianiewicz
also point to the second solution in the field of tax preferences, i. e. the tax preference of the Republic
of Poland (Galinski 2016; Felis 2017; Swianiewicz 2016; Wotowiec, Skica, and Kiebata 2011).

Table 3. The effects of reliefs and exemptions in taxes granted by the municipalities in 2016 in thousand

PLN.
Specification Tax Reduction of upper Reliefs and Indicator in %
revenue tax rates exemption (3+4) :2
1 2 3 4 5
Agricultural  tax
2016 1513 458 138 032 1335 9.21%
2017 1463712 115 467 1340 7.98%
2018 1460 549 110 443 1192 7.64%
Property tax
2016 20774 468 2095574 711 844 13.51%
2017 13 372 486 1811 822 598 058 18.02%
2018 13 800 359 1962 369 611119 18.65%
Forest tax
2016 295 943 2141 502 0.89%
2017 290 433 1453 563 0.69%
2018 299 590 1527 529 0.69%
Vehicle tax
2016 1055224 763 031 3893 72.68%
2017 752 497 587 367 6 645 78.94%
2018 785 621 701 849 2074 89.60%

Source: Information on the execution of budgets of local government units for 2016-2018, www.mf.gov.pl

The data presented in Table 3 show that the highest revenues of the commune in 2016-2018 were
obtained from property tax, agricultural tax, and then from the tax on means of transport and forestry
tax. The greatest tax preferences in all taxes resulted from the reduction of the upper tax rates that
were provided for in the relevant legal acts. Reliefs and exemptions from these taxes played a much
smaller role. In the course of the study, the value of the allowances and exemptions granted, the
amount of taxes resulting from the reduction of the upper tax rates by the municipal councils were
compared with the sum of tax revenues from each tax. The calculation of the indicator shows that the
highest level of tax preference was given to the vehicle tax, as it ranged from 72.68% (2016) to 89.60%
(2018) during the period considered.

The second place according to the calculated index was taken by the real estate tax. The
preferences applied reached 13.51% (2016) of the receipts during the period considered up to 18.65%
(2018). It follows from the above that municipal councils with the possibility to reduce tax rates were
much more willing to do so in the area of tax on means of transport than in the area of property tax.
There are known in Poland communes, which even encouraged to conduct business activity and
establish a company's seat on their territory. The most frequent incentives were exemptions from the
obligation to pay tax on means of transport.

The last of the analyzed tributes, i.e. agricultural and forestry taxes had the lowest tax preferences
in 2016-2018. In the case of the agricultural tax, they stood at 7.64% (2018) and 9.21% (2016) of the
receipts recorded. Since the beginning of 2016, the value of the applied tax preferences has been
gradually decreasing. As far as forestry tax is concerned, the value of the preferences during the period
considered never exceeded 1% of the income from forestry tax.

After the verification of statistical data, we can state that the municipalities applied tax policy
aimed at the application of tax preferences, which was most visible in the tax on means of transport
and in the tax on real estate. It had a much smaller impact on agricultural tax and forestry tax.
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5. Conclusions

The presented topic of tax preferences in local taxes in Poland is undoubtedly important from the
point of view of local economy observed in the communes. Tax solutions aimed at reducing the tax
burden contribute to local economic development. The hypothesis put forward at the beginning has
not been confirmed. The verification of the statistical data established that the greatest tax preferences
with regard to tax revenue are in the tax on means of transport and then in the tax on real estate. It
follows from the above that local authorities attach great importance to the existence of tools to reduce
taxes due. Although the hypothesis was verified negatively, the established state of functioning of tax
preferences in local taxes is favorable for the development of community in Poland.
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Abstract: Financial support for the Local Action Groups (territorial partnerships for local
development, LAGs) is an element of the European Union (EU) place-based policy, which seeks to
strengthen social participation in local governance with simultaneous consideration of the goals set
by the EU development strategies. However, the neo-endogenous development is mostly based on
local goals and needs, which are not always fully in line with the objectives of the EU governing
elites. This paper addresses the hypothesis that the difficulties in the EU objectives implementation
arise, among other reasons, from the differences between the goals, priorities, needs and knowledge
of both the local communities and the governing elites. Neo-endogenous development attempts to
overcome this problem by supporting local activities which are in line with the objectives of the EU
policy. This paper presents the considerations based on the literature review supported by the
archival data from the questionnaire survey performed in three LAGs case studies, as well as the
analysis of their Local Development Strategies.
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1. Introduction

In recent decades, an important feature of development policies in the European Union has been
the growing importance of territorial governance structures, taking into account the principles of
neo-endogenous and place-based development (Ray 2006; Stupiniska 2013; Boukalova et al. 2016;
Furmankiewicz and Campbell 2019). It was a response to the limitations of the top-down exogenous
development typical for the mid-20th century, which in many aspects was ineffective in addressing
the local socio-economic problems. The territorial partnership governance concept emphasizes the
role of local needs, bottom-up initiatives, social activity and wider public participation in managing
local resources (Shucksmith 2000; Adamski and Gorlach 2007). The EU LEADER initiative based
partnerships, referred to as “Local Action Groups” (LAGs), are the main implementation tool for this
type of governance in rural areas and have been widely discussed in the literature. They currently
operate under the so-called Community-Led Local Development framework (Servillo and De Bruijn
2018), which emphasizes the participation of local residents in both local development strategies
planning and implementation (Furmankiewicz et al. 2015; Chmieliniski et al. 2018; Miiller et al. 2020).
This model of local resources management is implemented in all EU countries. According to Ray
(2006) this approach has two primary characteristics: firstly, the valorisation and exploitation of
physical and human local resources are used to maximize the benefits within the local territory;
secondly, the principle and process of local participation in designing and implementing action are
emphasized and the focus on local needs, capacities and perspectives of local people is highlighted.
However, the EU support acts as an incentive for the local strategy makers to include the objectives
of both the EU and the national rural development programmes. It is a feature peculiar to the place-
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based or neo-endogenous development concepts (Bocher 2008; Furmankiewicz 2012; Bowden and
Liddle 2018).

The idea of partnerships involves the shift of public policy towards the re-positioning of local
authorities as facilitators, rather than suppliers in meeting the local needs (Yarwood 2002). In
contrast to ideal assumptions of the Community-Led Local Development and LEADER “inclusive”
territorial governance (European Commission 2006, 2014), the subject literature offers a significant
amount of information about the cases of ‘governance failures’, ‘social exclusion’ or ineffective local
projects (European Court of Auditors 2010). Researchers have found the community participation as
quite often contested or problematic (Edwards 1998; Jones and Little 2000). LAGs are sometimes
dominated by the public sector, whereas the community interest remains on the margins of power
(Furmankiewicz and Macken-Walsh 2016). However, many territorial partnerships achieve
significant levels of social participation and success in local development (Petrick and Gramzow
2012).

On the one hand, the frequently elite-oriented nature of LAGs” management boards is a well-
known fact (Thuesen 2010), but on the other, in both many formal documents as well as research
findings the key personnel of partnerships emphasizes their attempts to activate local people in
conformity with the EU programming documents. They also observe small involvement of local
residents. The typical explanation of these processes is due to the role of human and physical
resources at the elites’ disposal and their tendency to maintain own profitable domination (Lowndes
and Sullivan 2004).

While the majority of authors focus on social capital or power relations between the
stakeholders involved in LAGs, this paper attempts to discuss the role of needs and goals of both
local residents and governing elites in the neo-endogenous development. It has been suggested that
the achievement of specific EU objectives is often constrained by the differences between the goals of
typical local residents and the aims of elites, resulting from their knowledge and/or interest. It has
also been partly explained why, when even LAGs’ board members make efforts to engage local
residents in the partnerships activities, all they face is social indifference and passivity.

2. The Role of Community Needs in Neo-endogenous Rural Development

Cross-sectoral partnerships, e.g., LEADER type Local Action Groups, are considered to be an
important tool to improve both governance and local citizens’ participation in managing local
resources in rural areas of European Union. They seek to improve policy co-ordination and
adaptation to local conditions, which results in better utilization and targeting of programmes,
integrates the civil society concerns into strategic planning carried out through more widespread
participatory democracy, stimulates corporate involvement in local projects and promotes greater
satisfaction with public policies. Among several main features of the LEADER type programmes
listed in the literature (territorial approach, networking and cooperation, integrated and multi-
sectoral actions, innovation promotion, public-private partnership) the most distinctive one is the
bottom-up approach (European Commission, 2006, 2014). Local partnerships should create
community-based strategies reflecting the resources and needs of local communities on the coherent
territory, however, they should also show the conformity of local goals and actions with the national
rural development programme based on the EU objectives, what can be considered as a conscious
stimulation of the process of "Europeanization" (promotion of the convergence in economic rules,
regulation, and policies in EU countries). According to the idea of the LEADER type programmes
(e.g. the Community-Led Local Development), a partnership is developed and managed by the
representatives of local communities originating from the public, voluntary and private sector, which
should result in better management efficiency of local resources, thus constituting an important issue
for the local government (Babczuk et al. 2017).

The view about positive outcomes of the local cross-sectoral cooperation in horizontal networks
derives from the influential economic models presenting the advantages (benefits) of group efforts.
The important background is provided by the second-generation models of rational choice theory
which, after some modifications, offer empirical support for the explanation of human behaviour in a
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broad spectrum of substantive areas in sociology and political sciences (Hechter and Kanazawa 1997;
Ostrom 1998). The new models emphasize rationality, both economic (goods or financial profit) and
psychological (fulfilling individual needs such as satisfaction, respect of other people, etc.), as the
factor implying a benefit-oriented behaviour. A rational choice is not based on logical reasoning
alone. It is also influenced by an individual bias or schemas and can be modified in social interaction.
The formal institutions (i.e. state administrative structures, law) and the informal ones (i.e. beliefs or
local social norms) have a significant impact on the individual behaviour. Following the general
opinion, people work most commonly to meet their individual needs, therefore the theories
assuming the hierarchy of human needs could be used to explain the choices made.

Maslov’s hierarchy of needs (Maslov 1943) represents the classical approach in behavioural
sciences. It is often presented as a pyramid, with the largest and most fundamental levels of needs at
the bottom (immediate physiological needs, safety, love) and the need for esteem and self-
actualization at the top. This idea was criticized as ethnocentric (derived from the observation of an
individualistic society), with an incorrect hierarchy, as assumed only rather than existing in reality.
Kenrick et al. (2010) proposed an updated and revised hierarchy of human motives based on the
theoretical and empirical developments at the interface of evolutionary biology, anthropology, and
psychology. This hierarchy starts with the most important, for an individual, immediate
physiological needs, through self-protection, affiliation, status/esteem, mate acquisition and
retention, ending up with parenting. These needs are not met in a hierarchical order, but rather in an
overlapping manner. It reflects the assumption that the early developing motives are unlikely to be
totally replaced by later goals, but instead continue to be important throughout life, depending on
individual differences and proximate ecological cues. The individual actions aimed at fulfilling one’s
own needs are influenced by knowledge and beliefs, which lead to the concept of constructivism.
Constructivism is a theory of knowledge (epistemology) arguing that humans generate knowledge
and meaning from an interaction between their experiences and ideas. It could also be referred to as
the systems of knowledge schemas, which have a significant impact on human decisions. Following
to this approach, ideas, identity and individual beliefs influence government leaders, businessmen
and other local activists, playing a strong role in defining their interests (Halabi 2004).

According to Ostrom (1998) reputation, reciprocity and trust represent the core social
relationships having a significant impact on the level of cooperation and finally on the common
benefits. The role of trust is often analysed in terms of partnership governance, primarily in the
context of government-third sector relations. Walsh (1998) emphasized that the local government in
Ireland was mainly responsible for the physical development, when local partnerships were focused
on socio-economic development, paying little attention to physical issues, which can lead to the
conflict of interests. The negative result of incompatible stakeholders’ goals was observed especially
in the case of conflicts in spatial planning and investment localisation, most commonly between the
local government, local communities and non-government organisations (Dubel and Krdlikowska
2014, Furmankiewicz et al. 2019). The public officials often advocate a narrow concept of
development, focusing mainly on economic efficiency and ignoring the aspect of sustainability,
participation and social needs (Dobbs and Moore 2002; Stanek 2016). In management practice, there
are negative cases in which the potential of given territorial units is used very inefficiently by the
local governments (Przybyta et al. 2020). These problems, to a lesser extent, also appear in the Local
Action Groups. The differences of goals set by the central government and the local community
constituted an important problem identified in exogenous development. In theory, bottom-up and
cooperative approach used in neo-endogenous LEADER method (and Community-Led Local
Development) should overcome that problem, however, power tensions described in literature also
show the importance of conflicts of local stakeholder interests (Reed 1995). The authors of the paper
intend to provide additional data to the debate on the role of differences in the needs and priorities
of local stakeholders in the European Union development policy implementation at the local level.
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3. Materials and Methods

The discussion covering the consistency of goals set by the European Union, LAGs’ governing
elites and local residents is based on archival data from the questionnaire survey carried out in the
years 2006-2007, and additional data about LAGs” main targets from 2011 and 2018 (conducted in
2012 and 2019, Table 1). The compared data were collected in different projects, therefore they do not
have identical methodological features (e.g. analysed categories of goals). However, they allowed
pre-comparing the main development priorities of different stakeholders, which can be useful in
designing more detailed future research based on the standardised methodology. Some data was
used in a different research conducted by the authors (Furmankiewicz and Kroélikowska 2010,
Furmankiewicz and Campbell 2019), however, in this study the analysis is extended by collecting
current data about the studied partnerships retrieved from their development strategies and official
websites.

Table 1. Basic information on the archival and current data used in the paper.

Data Year of data

. Methods used Partly analysed in:
accuracy  collection

- questionnaire survey addressed to local

residents in three case study partnerships Furmankiewicz and
2006 2006-2007 - questionnaire survey covering the key Krolikowska 2010
partnership members in three case study (only in Polish)
partnerships
2011 2012 - the content analysis of local development Furmankiewicz and
strategies of 336 LAGs Campbell, 2019
- the content analysis of local development Furmankiewicz and
strategies of 314 LAGs Campbell, 2019;
2018 2019 - the content analysis of national and case study

partnerships documents valid for 2014-2020 UE ~ New data
Programming Period

We focused on the three case study partnerships in Poland, presenting a relatively stable status
in the period 2005-2019 (Table 2):

e “Leader of Strug Valley” LAG (in the paper referred to as the Strug Partnership), the case of
cooperation established in mid-90s,

¢ “Odra River Riparian Land” LAG (formerly: Middle Odra River Partnership, in the paper — the
Odra Partnership), the case of partnership initiated in the years 2000-2002 and supported by the
US financial resources,

e “Pilica Valley” LAG (in the paper — the Pilica Partnership), the case of the youngest organisation
established with the support of the LEADER Pilot Programme in years 2005-2006.

All three researched partnerships received funding from the Rural Development Programme in
the European Union Programming Period 2007-2013 (4rd LEADER Axis) and in the Programming
Period 2014-2020 (Community-Led Local Development).

We used archival data from the semi-structured in-depth interview method in all case study
partnerships. In the years 2006-2007 the key representatives of local organisations in each LAG were
interviewed in the study (N1=8 in Pilica Partnership; N2=15 in Strug Partnership, and N3=20 in Odra
Partnership, the total of 43 interviews). The interviews consisted of open-ended and closed questions
about the main targets of partnership members (so, according to them, what goals and actions
should be carried out in the course of partnership work). The methodology based on interviews with
the representatives of LAGs members or boards of directors is similar to the one used in the research
of LAGs carried out by other authors in several case studies (Davies 2002; Nardone et al. 2010).

At the same time the authors conducted a questionnaire survey with the residents of rural areas
on LAG territory. Its aim was to find out if the local needs are consistent with the goals of
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partnership leaders. The question about goals and actions used the same categories as in the
questionnaires addressed to the LAGs boards” members. Due to budget constraints a quota sample
N=200 (96 in Odra Partnership, 53 in Strug Partnership and 51 in Pilica Partnership) was used. The
survey was conducted in the randomly selected village administrative units (“sotectwo”), max. 5
respondents in a unit. The individuals were selected to represent same gender and age share in a
sample as in the complete LAG rural population (according to the data from the Statistics Poland).
This is not a random sample (thus, it is not a representative sample), however, it provides satisfying
results in the low budget exploratory studies (Babbie 2011).

Table 2. Basic information about case study partnerships.

Feature STRUG ODRA PILICA
Year of establishment of cross-sectoral co-

; ) 1994 2002 2006
operation (first agreement)
Year of LAG registration 2006 2005 2006
2007 4 10 2
Number of member municipalities 2011 4 12 10
2015 4 12 15
2007 30 21 15
Number of members 2011 36 40 120
2015 46 79 174
Area in square km (2019) 276 1,880 2,091
Number of residents (2013) 36,028 124,957 111,791

We also used the data from LAGs strategies valid for the EU 2007-2013 Programming Period
(N=336 analysed LAGs, funded by the Rural Development Programme Axis 4) and for 2004-2020
(N=314 analysed LAGs, funded either by the Rural Development Programme or by the Operational
Programme “Fisheries”). The authors analysed the content of formal strategic documents (“social
artefacts”). This methodology is often used in the studies on policy implementation at various
administrative levels (regional, national, European) and also in social sciences (Babbie 2011;
Boukalova et al. 2016; Krajewski and Solecka 2019).

4. Results: Comparison of Goals

The EUROPE 2020 strategy identified five main targets to enhance growth and employment in
the years 2010-2020 (European Commission 2010), which can be summarized as follows:

To increase the employment rate of the population aged 20-64 to min. 75%.

To increase investments to min. 3% of the EU GDP in the “Research and Development”, mainly
by improving the conditions for these investments in the private sector and develop a new indicator
to track innovation.

To reduce greenhouse gas emissions by at least 20% compared to 1990 levels, to achieve min.
20% share of renewable energy in final energy consumption and min. 20% increase in energy
efficiency.

To reduce the share of early school leavers to 10% and increase the share of population aged 30-
34 having completed the tertiary education to at least 40%.

To decrease the number of Europeans living below the national poverty level by 25% and lift 20
million people out of poverty.

These goals were transferred indirectly to Polish Rural Development Programme 2014-2020
(RDP), which supports the Local Action Groups. The specific priorities to be taken into account in all
national RDPs were specified in Article 5 of the EU Regulation No 1305/2013: “1. Fostering
knowledge transfer and innovation in agriculture, forestry, and rural areas; 2. Enhancing farm
viability and competitiveness of all types of agriculture in all regions and promoting innovative farm
technologies and the sustainable management of forests; 3. Promoting food chain organisation,
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including processing and marketing of agricultural products, animal welfare and risk management
in agriculture; 4. Restoring, preserving and enhancing ecosystems related to agriculture and forestry;
5. Promoting resource efficiency and supporting the shift towards a low carbon and climate resilient
economy in agriculture, food and forestry sectors; 6. Promoting social inclusion, poverty reduction
and economic development in rural areas”. These priorities include the total of 18 detailed objectives.
Polish RDP set out 12 of its own development "needs" (Ministry of Agriculture and Rural
Development, 2019), which are to meet the total of 18 specific objectives from the Regulation
1305/2013 and 3 cross-cutting objectives (environment; mitigation and adaptation to climate change;
innovations). According to the authors, Polish RDP document is highly specialized and may not be
easily understood by an average resident of rural areas participating in the local strategy
preparation. It may even be difficult to understand clearly what goals are to be achieved (12 national
"needs", 6 EU "priorities" with 18 "specific objectives" or/and 3 "cross-cutting objectives'?). As a
result, local residents could have a problem adjusting their documents to the recommendations of
this overarching programme, even if they planned to do so. The main goals of the Europe 2020
strategy are much more explicit and also more specific to every reader.

Each LAG, while developing their strategies, had to show that local activities are consistent with
the objectives of the overarching national support programme, which is one of the features of the
neo-endogenous and place-based development (Van Depoele 2003; Bocher 2008; Furmankiewicz
2012; Bosworth et al. 2016). It should be remembered, however, that partnerships do not take over
the local governments’ competencies in the field of public services and the development of local
infrastructure. They are rather oriented towards additional activities, incurring much lower costs,
where attention is paid to the projects stimulating local communities, including local small
entrepreneurs and the third sector. However, according to the procedures of the supporting
programme, these small projects, meeting local needs, should take into account the paramount
objectives, indirectly resulting from the EU development objectives.

In the research conducted before the EUROPE 2010-2020 strategy period, the authors found
significant differences between the main activities carried out by the institutional members of
partnerships and the local residents’ needs in three case study partnerships (Figure 1). For the local
residents of rural areas technical and living infrastructure (roads, water and gas networks) were the
most important, whereas partnerships typically do not perform this kind of tasks (however, in some
partnerships municipal investments were sometimes taken into account in strategies). Similarly, the
significant differences were observed in the categories of environmental infrastructure (sewerage
networks, sewage treatment plants, waste management) and “health and rescue missions” (it also
covers public health care) and ”social problems solving”.

Technical and living infr.

Spatial or strategic planning. nvironmental infr.

Lobbing forgovernment ¢~ Telecommunication infr.

Culture

Touristinfr. and promotion

Education < Investment promotion

Social problem solving Localfirms and product promotion

Health care and rescue missions

===Representatives —Local society

Figure 1. The issues important for partnerships’ institutions representatives (“Representatives”) and
for the local residents (“Local society”) in three case studies of partnership before the Europe 2020
strategy period. The sum of the answers “very important” and “important” in the percentage of all
answers (statistical mean value).
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The residents focused predominantly on biophysical needs (health, technical comfort of
leaving). Partnerships operated as a kind of local development agencies, mainly supporting the
technical and productive needs (tourism development, local business development etc.). The
governing elites in partnerships highly assessed the promotion of local products. It was an important
goal for almost half of administrative units in the case study of partnerships, whereas only 9% of
residents considered it important. The elites were more interested in economic development related
to entrepreneurship or farming activities and the development of products and services for both local
and external actors. This seems to be reasonable and in line with the EU strategy, however, it was not
of a major importance for a typical local resident. On the contrary, solving social problems (such as
e.g. poverty and social exclusion, very important issues in the EU) were important for the local
communities and less significant for the elite managing partnerships. Perhaps they assumed that the
development of entrepreneurship and employment growth would automatically contribute to the
reduction of social problems (poverty, social exclusion). This may be an important reason for the
failure of the partnership to improve the involvement of the local community in the work of the
partnership, almost as important as the power relations resulting in the dominance of local
governments. Local residents do not engage in the activities considered unimportant for the
community reality. In turn, it is difficult to achieve welfare in rural areas by meeting only the typical
needs connected with the living conditions or health care issues, especially that partnerships do not
focus on such goals in their work.

In the opinion of individual respondents, the municipal infrastructure development,
environmental issues and health care remained the priority. Sewage construction and waste
management were predominantly recognized as the environmental infrastructure. It was not in
compliance with the goals identified by the partnership institutional members, which mainly related
to the tourism promotion and infrastructure development, cultural issues and local product
promotion. Only education (especially of children) was important for both the local residents and
governing elites to a similar extent.

Common interest representation and

promotion
100. -

Roads and technical infrastructure """~ Social infrastructure and services

Enterprises development anddee——————" A .
Tourism and recreation
employment

==<LAGs2007-2013 ——LAGs2014-2020

Figure 2. The main goals of rural development partnerships (LAGs) in Poland in the EU
Programming Period 2007-2013 (N=336) and 2014-2020 (N=314). The diagram shows the percentage
of strategies referring to a given issue in the priority targets.

The analysis of the goals presented in the strategies (Figure 2) indicates that they show some
specialization, comparing to the general social needs. They could be highly consistent with the EU
goals in the field of entrepreneurship and social issues (education and fighting social exclusion).
However, the environmental issues, including those related to renewable energy sources and
reduction of greenhouse gases emissions, were not among the priorities of LAG’s activities. For
instance, the analysis of local strategies indicates that the local coal and wood stoves, in which
residents often burn rubbish, were not perceived as a significant ecological threat. Local projects
frequently focused on the preservation of cultural heritage (traditions, local products, historic
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monuments) as the base for tourism development and were hardly associated with innovative
investments in research and development. These elements were also noticeable in the main goals of
the three partnerships analyzed (Table 3). For example, only Odra Partnership took into
consideration the “Development of infrastructure and education programmers related to ecology
and nature, including the Renewable Energy Sources (RES)” in detailed goals, whereas in the case of
Strug and Pilica Partnership the development of local RES was not included in the strategy targets.
All three partnerships focused on sustaining the local cultural and historical heritage, hence, a very
“traditional” development. However, they also took into account human and social capital
development problems as well as the support for local business, which seems to be in line with the
EU objectives.

Table 3. The main goals specified in the case study of LAGs’ strategies in the 2014-2020 EU
Programming Period.

Strategy

LAG period

Main goals

1. Active and creative residents; 2. Support for economic development

through innovative and pro-ecological activities; 3. Strengthening the

STRUG  2016-2022 & P 08 Soneng aenihe
attractiveness of the region by using cultural, tourist, historical resources

and promoting local products.

1. Preservation of the natural and cultural heritage of the area based on the
ODRA 2015-2003 entl.‘epreneuljsh}p of re.81dents and the developmen.t of t.01.1rlsm. in the
region; 2. Building an integrated, educated and active civil society and

increasing the residents’ sense of identity with the LAG region.

1. Developing tourist, recreational and cultural infrastructure; 2.
PILICA  2014-2020  Supporting historical and cultural heritage and artistic creativity; 3.
Promotion of the area, including local products and services.

5. Discussion: Local Partnerships — the Tool of the EU Policy and/or the Instrument for Meeting
Social Needs?

The literature indicates that top-down programmes may be inefficient in solving social
problems such as unemployment or low social activity (Willis 2005; Chruscinski et al. 2019; Hetdak et
al. 2018). Neo-endogenous initiatives are meant to be a remedy for this problem by defining the
needs and priorities of actions at grassroots, but partially steered by external, national or the EU
goals (Ray 2006). In turn, however, bottom-up initiatives may hamper the implementation of supra-
local goals, when the local community is not interested in achieving the abstract external targets, like
biodiversity conservation, Natura 2000 sites or integrated water management (Dubel et al. 2013;
Dubel and Kroélikowska, 2014). Similarly, such goals as mitigating climate change and development
of renewable energy sources were not important for the analysed LAGs.

The European and even local governing elites involved in territorial partnerships can have a
different hierarchy of development priorities than the “average” citizen. This may result from the
usually higher level of education or the social status achieved by the governing elites, compared to
the probably lower average education, status and income of the typical rural areas residents, which
was visible in Poland (Furmankiewicz et al. 2016; Czapiewski and Janc 2019). Similarly, Thuessen et
al. (2010) observed, based on the survey covering the Local Action Groups in Danmark, that the
majority of board members were extremely well-educated older men holding other significant
positions in society. Even when there exists evidence suggesting a widespread involvement,
partnership structures often established relations with only a limited number of individuals or the
community interest groups organized by active, affluent, often well-educated local citizens
representing specific community interests rather than the community as a whole (Jones 2002).
Ostrom and Ostrom (1977, p. 34) state that “when professional personnel presume to know what is
good for people rather than providing people with the opportunity to express their own preferences,
we should not be surprised to find that increasing professionalization of public services is
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accompanied by a serious erosion in the quality of those services”. Public managers often represent
the dominant group in partnership boards, thus excluding the general public from formal
partnership boards, however, they have high qualifications for management and administrative
work (Munro et al. 2008; Furmankiewicz and Macken-Walsh 2016). In theory partnership
arrangements can work to “join up” the dispersed service providers along with harnessing the
distinct contributions that different agencies can make to meet the diverse and complex local needs,
including social exclusion (Lowndes and Sullivan 2004). The clash of interests is smaller at the local
level, however, it does exist, making the wide implementation of the “external” EU goals more
difficult.

Dobbs and Moore (2002) emphasize that even if policy makers and practitioners attempted to
adopt a more bottom-up, community centred approach in local planning and regeneration,
frequently the requirements of local authorities and other partners to involve local communities
provided neither the time nor the resources to support this involvement. Overall, a general failure to
get the public involved in the development policy was often observed. Local authorities and
government clerks, representing the significant part of local elites, are in the possession of the main
financial resources, remain the dominant player, with other partners often playing just minor roles.
Community actors are also generally less powerful, having smaller resources at their disposal in
terms of finance, time, tools and experience to empower themselves and compete at the same level,
often dependent on local authorities” support, which was also visible in Poland (Furmankiewicz
2013; Furmankiewicz and Macken Walsh 2016).

The infrastructure modernisation, most frequently listed by the local residents as an important
issue, often does not generate any development incentives and changes in individual enterprises, as
observed by Gorzelak in the case of the Local Initiative Programme implemented in mid-90s in
several municipalities in Poland (Gorzelak 2000). However, the evolution of partnerships shows that
the social issues and local small business needs are becoming an increasingly important topic of
territorial cooperation in Poland, especially in cross-sectoral partnerships (Furmankiewicz and
Campbell 2019).

Currently the neo-endogenous model of local community development is not limited to rural
areas alone. Since 2015 Urban Local Action Groups have also been established in Poland, although their
focus is primarily on social issues. However, they could support solving social problems like social
exclusion resulting from, e.g., poverty or disability (Swiader et al. 2016) and the development of
various types of strategic and planning documents related to land management issues, investment
location or urban sprawl (Zajda et al. 2017).

Conclusions

The presented paper addresses the differences between the goals included in the EU
programming documents, LAGs’ strategies, the goals of local elites and LAGs’ residents. The local
residents, typically featuring lower education and income level than the elites, paid more attention to
the immediate physiological needs and self-protection (thus, perceived technical living infrastructure
and public services as the most important) as well as sustaining local heritage. The active elites,
typically with higher education, status and probably income, based their goals on the rational
conviction that stimulating economic activity of local residents, innovations and diversification of
local economy are more important for the local development. These differences are in line with the
new models of the hierarchy of needs (Kenrick et al. 2010) and could have some impact on social
passivity and social engagement in partnerships work. If the EU goals are to be effectively
implemented, it is important to bring the social goals and targets set by the educated elites closer
together. It is the objective of neo-endogenous development concept (Ray 2006; Bocher 2008). LAGs’
strategy can be considered a compromise between the interests of the strongest local stakeholders
and top-down national or European policies (Bosworth et al. 2016). The promotion of the new co-
management methods could also help in determining the local development goals and actions
(Pappalardo et al. 2018). However, the innovative development based on local needs and goals can
also be limited by the local norms and habits (Halabi 2004). It can remain a significant constraint in
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implementing the European strategies and policies. An extensive promotion of the importance of the
EU development goals as well as the educational activities raising the residents’ awareness of how
the local activities are linked to the development processes at both national and global level, are
indispensable to overcome these problems.

Acknowledgments: This conference paper was prepared within the framework of the initial stage of the project
No. 2019/33/B/HS4/00176 (OPUS 17) financed by the National Science Centre in Poland, however, it was also
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Abstract: This paper uses Chinese provincial panel data from 2003-2013 to measure the degree of
agglomeration of the productive service industries in China as a whole and the provinces using the
spatial Gini coefficient. Next, on the basis of confirming the spatial correlation of inter-provincial
economic growth in China, we use a spatial econometric analysis method to examine the spatial effect
of productive service industry agglomeration within and between provinces on China’s economic
growth. This spatial effect is further decomposed into direct and indirect effects. The results of the
study found that: (1) China’s inter-provincial economic growth spatial correlation test confirmed that
there was a significant spatial correlation in China’s inter-provincial economic growth; (2) The
agglomeration of productive services played a role in China’s inter-provincial economic growth
through spatial agglomeration significant impacts; (3) The inspection and decomposition of spatial
effects show that the direct and indirect effects of productive service industry agglomeration on
China’s inter-provincial economic growth are significant, and the indirect effect is greater than the
direct effect. There is a spatial spillover effect of economic growth, and the benefits of this
agglomeration of productive service industries also spillover into neighboring regions with economic
interaction.

Keywords: productive service industry agglomeration; spatial correlation; direct effect; indirect
effect; spillover effect

JEL Classification: O14; O18; R12

1. Introduction

As the world economic structure shifts from an “industrial economy” to a “service economy,” the
role of services, especially the productive service industry, in economic growth has become more
important. The agglomeration and growth level of the service industry has become an important
indicator to measure the comprehensive competitiveness of the regional economy. The contribution rate
of tertiary industry to GDP in China has gradually increased from about 28.49% in 1995 to 46.72% in
2013; the contribution of the growth of the productive service industry to GDP has increased from 18%
in 1995 to 22% in 2013. However, compared with the world level, the degree of agglomeration and
development scale of China’s productive service industry is still low, and there are huge differences
between provinces, which have different effects on provincial economic growth. In the world, the output
value of the productive service industry generally exceeds 50% of the total output value of the service
industry, while in China it is less than 30%.

The agglomeration of economy is the key to promote economic growth. The agglomeration of
productive service industry can promote regional economic growth through specialized division of
labor, reducing intermediate service costs and transaction costs, exerting spatial externalities, generating
competition effects and learning effect, technology spillover effects, and improving labor productivity.

A large number of studies at home and abroad have shown that the productive service industry has
an industrial agglomeration effect, and has a significant driving effect on manufacturing production
efficiency and economic growth (Jiang Jing et al. 2007; Zhan Haoyong 2013; Hanssens et al. 2013); it is
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helps to generate high-tech industries and achieve sustainable economic growth (Aslesen and Isaksen
2007). However, some studies suggest that the agglomeration of productive service industry has not
significant promoted economic development, some other studies suggest that the impact of productive
service industry agglomeration on economic growth is inverted U-shaped, with the marginal
contribution increasing first and then decreasing (Han Feng et al. 2014). Hanssens et al. (2013) also
demonstrated that there is a spatial and functional connection between producers and consumers in the
productive service industry. Ying (2003) analyzed the spatial lag model of provincial data in China and
found that there is a spatial correlation between the GDP growth of each province.

Regional spatial differences are an important factor in the study of regional economic growth, but
the potential interactions between regions are often ignored. Some of the existing researches ignored the
spatial correlation of the interpreted variables, that is, the level of regional economic growth. Some
literatures using spatial economic models ignore the spatial interactions of agglomeration of productive
services as explanatory variables. In view of this, based on previous research, this paper will try to test
the impact of productive service industry agglomeration on China’s inter-provincial economic growth
from the spatial dimension, and further consider the productive service industry agglomeration into the
analysis framework of regional economic growth. By constructing a spatial panel measurement model,
we use the panel data of 31 provinces and municipalities in China to test and decompose the spatial
effects of factors such as the agglomeration of productive service industries that have a spatial impact on
inter-provincial economic growth in China. This paper will mainly explore the following questions: (1)
Is there exist a spillover in the productive service industry agglomeration area? (2) Are there exist spatial
correlation in economic growth between neighboring provinces? (3) Is the spatial interaction of economic
growth between provinces caused by the spillover of productive service industry agglomeration area to
adjacent areas?

2. Methodology, Model Settings and Data Description

According to the employment statistics of China’s sub-sectors, among the 14 service industries in
the statistical yearbook of China, we divide them into three categories: producer service industry,
consumer service industry and public service industry. Among them, producer services mainly refer
to those service industries that provide service activities to other productive sectors that can be used
in the production process of their products, and are characterized by high concentration, high
knowledge and high economic radiation. Productive services include: transportation, warehousing
and postal services; information transmission, computer services and software; finance; real estate;
leasing and business services; scientific research, technical services and geological surveys. Consumer
services include: wholesale and retail; accommodation and catering. Public services include: water
conservancy; environment and public facilities management; health, social security and social welfare;
culture, sports and entertainment; public management and social organization.

2.1. Measurement of productive service industries in China

There are different methods for the measurement of industries agglomeration based on varies
angles. The measurement indicators mainly include the spatial Gini coefficient, Herfindahl index, E-G
index, and location entropy. Due to the limitation of data availability, this paper uses Krugman (1991)
and others to measure the degree of industrial agglomeration of manufacturing industry in the United
States to measure the degree of industrial spatial distribution uniformity, and only selects the spatial
Gini coefficient to measure the degree of producer service industry agglomeration in all provinces of
China. Assuming that an economy (country or region) can be divided into n regions, the formula for
calculating the spatial Gini coefficient of the economy is:

N n 2 n(_Sij Xi ?
GiNi = (s~ x)* = 37 (5 - 75) (1)

Where, GiNi represents the spatial Gini coefficient, s; represents the proportion of employment
in an industry in the region i to the total employment in the economy, and x; represents the proportion
of employment in the region i to the total employment in the economy. §;; is the number of employees
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in the industry of j in city i of a province, },;S;; is the number of employees in the industry of j in all
cities of the province, X; is the number of employees in the city of I in a province, and };; X; is the
number of employees in all cities of the province.

The value range of spatial Gini coefficient is [0, 1]. The larger the coefficient is, the higher the
degree of agglomeration is, and the smaller the coefficient is, the lower the degree of agglomeration is.
A value of 0 indicates that the distribution of the industry in the economy is completely evenly
distributed, and a value of 1 indicates that all production activities in the industry are concentrated in
the same area.

1. China’s overall productive services’ spatial Gini coefficient

By calculating the spatial Gini coefficient of China's overall productive service industry from 2003
to 2013 as the Figure 1. It can be found that the overall agglomeration degree of China's productive

service industry shows an upward trend of volatility.
Gini 1 T
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Figure 1. Spatial Gini coefficient of producer services in China, 2003-2013. Based on the relevant data
of 286 cities at prefecture level and above in 2004-2014 China Statistical Yearbook, China Urban Statistical
Yearbook and China regional economic statistical yearbook.

2. Spatial Gini coefficient of China's productive services by sub-industry

By calculating the spatial Gini coefficient of China's producer services from 2003 to 2013 as the
Figure 2. It can be found that the agglomeration degree of different industries in China's producer
services is not only different in the changing trend, but also in the absolute value. In these six
industries, the spatial Gini coefficient of leasing and business service industry is the highest and
fluctuates greatly, while the spatial Gini coefficient of financial industry is the lowest and changes
slowly. In this paper, the calculation results of the spatial Gini coefficients of the six sub industries over
the years are consistent with the analysis results of Chen Jianjun et al. (2009).
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Figure 2. Spatial Gini coefficient of China's productive services by sub-sectors in 2003-2013.
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3. Drawing maps

Draw a quarter map of the spatial distribution of China's inter provincial producer services
agglomeration in 2003, 2008 and 2013 as the Figure 3, Figure 4 and Figure 5. The darker the color, the
higher the degree of the representative productive service industry agglomeration. It can be found that
productive service cluster as a whole presents a ladder like spatial agglomeration structure from east
to west and from south to north. The regions with high degree of agglomeration are mainly located in
the Yangtze River Delta city group, Pearl River Delta Megalopolitan, Beijing-Tianjin-Hebei
Megalopolitan, Shandong peninsula Megalopolitan and Chengdu-Chongqing Megalopolitan.
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Figure 3. Spatial distribution of producer services in China in 2003.
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Figure 4. Spatial distribution of producer services in China in 2008.
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Figure 5. Spatial distribution of producer services in China in 2015.

From the above description, it can be found that productive service industry in China has the
characteristics of spatial agglomeration, and the regions with high degree of agglomeration show a
state of continuous agglomeration, while the economic development level and population
agglomeration degree of these regions are high. It can be inferred that the development of China's
inter- provincial productive service industry has obvious spatial correlation, and the spatial correlation
is more significant in the regions with higher economic development level. Therefore, this paper will
focus on the spatial effect of productive service industry agglomeration on China's inter-provincial
economic growth.

2.2. Basic model

Establishing production function is the most commonly used method to estimate regional
agglomeration effects. Based on the general research framework of measuring the relationship
between industrial agglomeration and economic growth summarized by Rosenthal and strange (2004),
this paper introduces the factors of industrial agglomeration and expresses the economic growth
function as follows:

Y, = f(x)g(Gy) (2)

For simplicity, suppose that (2) is in the form of Cobb-Douglas production function, that is,
f(x) = AiKL-O‘L’ig , and the function g(G;) also enters the production function in the form of product,
and causes the change of the production function. Where, Y; represents the economic output of region
i; x; represents the input variable, mainly including capital input factor K; and labor input factor L;;
G; represents the industrial agglomeration degree of region i, in this paper, it represents the
agglomeration degree of productive service industry.

The expression (2) is expressed as per capita form and natural logarithm is taken, and the
following basic function forms are obtained by further rewriting:

in (i—z) = [nA; + aln (IL{—:) + (a+ B — DInL; + ylnG; (3)

In addition to the above main factors, other factors input is also significantly related to regional
economic growth. This paper refers to the research on regional economic growth by Briilhart and
Sbergami (2009), and selects factors such as education, R & D investment, government expenditure,
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infrastructure construction and the degree of opening-up as control variables in combination with the
provincial characteristics of China. The basic form of panel data measurement model in this paper can
be expressed as follows:

lnyit = Qg + allnkit + a, lnth + as lnGlt + a4Zit + gif (4:)

Where, y;; is the per capita real GDP of region i at period ¢, k;; is the per capita capital input of
region i at period t, G;; is the agglomeration degree of productive service industry in region i at period
t, and Z; is the set of control variables, a; is the parameter with estimation, &, = u; + v, + &;.
Among them, u; is the individual effect, v, is the time effect, and ¢;; is the random error term.

The formula (4) shows that the real GDP per capita in region i is mainly affected by the degree of
industrial agglomeration, capital input per capita, labor input and other input factors. In the above
basic model, this paper focuses on the spatial impact of producer services agglomeration variable G
on provincial economic growth variables.

2.3. Data description and variable description

The research scope of this paper is 31 provinces, municipalities and autonomous regions in China.
Hong Kong, Macao and Taiwan are excluded due to the availability of data and relatively poor
economic connections with other provinces. In addition, since China adjusted the industry
classification in 2003 and adjusted the service industry from the original 11 industries to the current 14
industries, in order to unify the statistical caliber and compare the sample data, the collection of data
in various industries of the productive service industry started from 2003. Therefore, the provincial
panel data from 2003 to 2013 and the panel data of 286 cities and above in China are finally used in
this paper. All the data in this paper are mainly from China Statistical Yearbook and China City Statistical
Yearbook over the years, and some of the data in some years and city characteristics are from China
Education Funds Statistical Yearbook and China Regional Economic Statistical Yearbook. In order to increase
the comparability and eliminate the influence of price factors, this paper uses the corresponding
deflator to deflate the main research data.

In order to eliminate the heteroscedasticity in the estimation of production function, all variables
are treated logarithmically in this paper. The construction and measurement of the main variables are
described below. The statistical description of the main variables is shown in Table 1.

Table 1. Statistical description of variables.

Variables’ Name Variables Unit Mean Star-ldérd Minimum Maximum
Deviation
Per capita Real GDP rpGDP yuan/person  13248.86  7416.226 3685.633 38523.73
Per capita Total
{Z‘:Se;tsn;efr;;lenj;’zj k yuan/person  12709.51 8344245 1896857  48089.59
society
Proportion of Employees
in the Total Population at L % 10.15091  6.947295  2.868217 57.09038
the end of the year
Spatial Gini coefficient of G - 0.0037 00153626  5.00e-06  0.1307652
Productive Services
Per capita Traffic Density trans km/10,000  346589.4  336657.1 38171.64 2279275
Per capita Total Business
Volume of Post and mail yuan/person  1183.215  813.1196 258.4496 5571.48
Telecommunications
Per capita R&D rd yuan/person  389.025  646.0676 1140506 4429262
Expenditure
Per capita Public
gov yuan/person  4499.101  3514.964 741.2825 23984.19

Financial Expenditure
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Per capita Total Import
11854.47  21764.32 210.524 1 4

and Export of Goods open yuan/person 85 64.3 0.5245 05085
Per capita Education

) edu yuan/person  1042.434  625.1801 246.5161 3737.015
Expenditure

Thus, the form of the common panel measurement model in this paper is set as follows:

InrpGDP = By + B1Ink;; + ByInL;; + B3InG; + Lutrans;, + Bsmail;, + Lerd;s + f7gov;: +
Bsopen;, + Poedu; + u; + v + & ®)

3. Measurement Results and Analysis

According to the first law of geography, there is a connection between anything and other things
around it. Due to the existence of spatial heterogeneity and spatial correlation, time series regression
method or common panel data analysis is no longer suitable to explain the complex relationship
between productive service industry agglomeration and economic growth and the real economic
connotation behind the variables. Therefore, this paper introduces spatial correlation analysis and uses
spatial panel data model to study the spatial effect and heterogeneity of productive service industry
agglomeration on inter-provincial economic growth in China.

3.1. Spatial correlation analysis

First of all, we will test whether the explained variables, that is, the real GDP per capita in China's
provinces, have spatial autocorrelation from two aspects of global spatial autocorrelation and local
spatial autocorrelation.

1. Global spatial autocorrelation test

The global spatial autocorrelation test can be performed by measuring the Moran’s I index. The
calculation formula is as follows:
2?:12?:1Wij(yi‘?)(yj_?)
52 Zln=1 Z?:l Wij

Moran's I =

(6)

The range of the Moran’s I index is -1 <1< 1. When the value of I is greater than 0 and close to 1,
it means that there is a positive spatial correlation between regions. When the value of I is less than 0
and close to - 1, it means that there is a negative spatial correlation between regions. When the value
of I is close to 0, it means that there is no spatial correlation between regions. Where, S? =
% -7, Y= % *.Y;, and Y; means the per capita GDP of region i, n is the total number of
regions, and W;; is the element in the spatial weight matrix W, which can reflect the degree of
interaction between adjacent or similar regions.

v ={o. > amn ™
4 ij = “Ymin

Where, d;, is the threshold distance given in advance; w;; is the matrix element of row i and
column j, the elements on the diagonal are zero, and the elements in the matrix are used to reflect the
spatial correlation between the two regions. In particular, d;; is the inter-provincial distance between
region i and region j. Considering that the majority of productive services activities are concentrated
in the capital cities or municipalities directly under the central government of China, we build a spatial
distance weight matrix based on the distance between the two regional capital cities (or municipalities
directly under the central government) calculated from the longitude and latitude data of the two
regions, which can more reflect the socio-economic characteristics of China's provinces. All spatial
weighting matrices are row standardized.

We use Geodal.10 software to analyze the Moran's I statistical value and Monte Carlo test as Table
2 for three equidistant years (2003, 2008 and 2013). At the same time, according to the spatial
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correlation Moran's I index of China's per capita real GDP from 2003 to 2013, the Moran’s I change
trend chart of China's inter-provincial economic growth from 2003 to 2013 is drawn as Figure 6.

Table 2. Moran’s I statistical value of real GDP per capita and its statistical test.

Year Moran’s I value E (DD Mean Star.ldefrd P value
Deviation

2003 0.3563 -0.0333 -0.0322 0.1359 0.0060

2008 0.2932 -0.0333 -0.0270 0.1327 0.0120

2013 0.2946 -0.0333 -0.0302 0.1353 0.0090

! Monte Carlo tests all use a significance level of 0.001
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Figure 6. Moran’s I change in real GDP per capita from 2003 to 2013.

The results in Table 2 and Figure 6 show that Moran's I statistics from 2003 to 2013 are both greater
than 0 and less than 1 at a significant level of 1%, indicating that China's real GDP per capita does have
a spatial correlation and is a significant positive global autocorrelation. It shows that there is a spatial
correlation between the real GDP per capita of 31 provinces and municipalities in China, which is
suitable for spatial econometric analysis.

2. Local spatial autocorrelation test

In order to more clearly observe the spatial distribution and specific agglomeration characteristics
of real GDP per capita, we use geodal.10 software to draw Moran’s I scatter diagram as Figure 7 and
Lisa agglomeration diagram as Figure 6 of real GDP per capita in 2003, 2008 and 2013, respectively, to
further test their local spatial correlation characteristics.
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Figure 7. Comparison of scatter plots of Moran’s I in2003, 2008 and 2013.

Each small circle in Moran’s I scatter diagram represents a province (municipality or autonomous
region), which can directly depict the heterogeneity of research objects in different regions. Among
them, the first and the third quadrants indicate that there is a positive spatial correlation between the
agglomeration areas, and the second and the fourth quadrants indicate that there is a negative spatial
correlation between the agglomeration areas. It can be seen from Figure 7 that the observed values of
real GDP per capita in three years are mostly distributed in the first and third quadrants, showing the
phenomenon that regions with high concentration of real GDP per capita are adjacent to each other,
and regions with low concentration of real GDP per capita are adjacent.

Figure 8. Comparison of local LISA in 2003, 2008 and 2013.

In the local Lisa cluster diagram as Figure 8, the red part is the high-high area, the blue part is the
low-low area, indicating that there is a positive local space autocorrelation cluster center; the light
purple part is the low high area, indicating that there is a negative local space autocorrelation cluster
center; the gray part is the radiation area around the spatial cluster center.
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Figure 9. Significant comparison of local LISA in 2003, 2008 and 2013.

The significance map of local Lisa as Figure 9 can show the significance degree of the
corresponding regional agglomeration. The dark gray area represents the agglomeration at the
significance level of 0.01, and the light gray area represents the agglomeration at the significance level
of 0.05.

It can be seen that the agglomeration centers of China's inter-provincial per capita GDP in the
representative years are significant and have little change. The agglomeration centers of high per
capita real GDP and their adjacent provinces and cities are basically concentrated in the eastern region,
while the agglomeration centers of low per capita real GDP and their adjacent provinces and cities are
generally concentrated in the western region. The regions with high concentration of producer services
in China are basically consistent with the regions with positive spatial correlation of real GDP per
capita, while the regions with low concentration of producer services are roughly coincident with the
regions with negative spatial correlation of real GDP per capita. Therefore, the following issues are
discussed in this paper: (1) is there spatial spillover in producer services agglomeration area? (2) Is the
inter provincial economic growth affected by the spatial spillover of producer services agglomeration
in neighboring provinces?

3.2. Spatial econometric model

Compared with the classical linear econometric model, which assumes that the samples are
independent of each other, the spatial econometric model considers the spatial dependence among
regions when processing the spatial data related to geographical location (Anselin 1988). This spatial
dependence is also reflected in the lag term of the interpreted variable and the lag term of the error
term, reflecting that the interpreted variable in this region is not only affected by the local explanatory
variable, but also may be affected by the adjacent interpreted variable and its error impact. Therefore,
when analyzing the spatial impact of productive service industry agglomeration on China's inter
provincial economic growth, we need to consider the spatial distribution characteristics of producer
services agglomeration, as well as the spatial spillover effect of productive service industry
agglomeration on the economic growth of the surrounding areas.

After Cliff and Ord (1973) proposed a spatial measurement model for cross-section data, Anselin
(1988), Elhorst (2003), Lesage and Pace (2009) etc. extended its improvement to panel data spatial
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measurement model, mainly including spatial lag model (SLM), spatial error model (SEM) and spatial
Doberman model (SDM). SDM is a general form of SLM and SEM. It can be verified whether SDM can
be simplified to SLM or SEM by Wald test or LR test (Burridge 1981). If the form of measurement
model is SLM or SDM, the spatial effect of independent variables on dependent variables can be
divided into direct effect and indirect effect (Lesage and Pace 2009). The direct effect measures the
spatial effect of the change of explanatory variables on the interpreted variables, including the
feedback effect of the local spatial effect on the interpreted variables when it is transferred to the
adjacent areas and then returned to the local area; the indirect effect measures the spatial effect of the
change of the local explanatory variables on the interpreted variables in all other areas; the sum of the
direct effect and the indirect effect is called the total effect. In this paper, the total effect of producer
services agglomeration on China's inter-provincial economic growth is divided into direct effect and
indirect effect, in order to investigate and compare the degree and direction of different types of spatial
effects.

3.3. Selection, estimation and result analysis of spatial econometric model

1. The choice of econometric model of space panel

Before choosing the econometric model of spatial panel, we need to test the spatial correlation. In
the above, we have determined the spatial correlation of China's inter provincial economic growth
through Moran 's I index test. Next, this paper will use the maximum likelihood LM-error test, LM-lag
test, robust LM-error test and robust LM-lag test to judge the specific form of the spatial econometric
model. The test results are shown in Table 3.

Table 3. Spatial correlation test results.

Test Statistics p-value
LM (lag) 2.3335 0.127
Robust LM (lag) 0.6351 0.425
LM (error) 16.9216 0.000
Robust LM (error) 15.2232 0.000

The test results in Table 3 show that LM (lag) and LM (error) statistics and p-values show that
there is a spatial effect, and the spatial lag effect and spatial error effect are significant, the former is
significant at the level of 10% and the latter is significant at the level of 1%; and robust form of robot
LM (error) passed the 1% significance level test, while the result of robot LM (lag) failed to pass the
10% significance level test, that is, the original hypothesis that there is no spatial lag effect cannot be
rejected. The comparison shows that for this paper, SEM is better than SLM.

Hausman test is applied to panel data to determine whether fixed effect model estimation or
random effect model estimation should be used. The results of Hausman test show that the test statistic
is 84.94, prob > chi? = 0.0000, indicating that the original hypothesis of random effect is rejected at 1%
significance level, that is, panel data has fixed effect.

In conclusion, the SEM model of fixed effect panel is set as follows:

InrpGDP = By + B1lnk; + BolnLy + B3InGy + Butrans, + Bsmaily, + Lerd;e + B,gov; +
Bsopen;, + Poedu; +u; + vy + ey, € = AWey + & (8)

Where u; is the individual effect, v, is the time effect, W is the spatial distance weight matrix,
&;¢ is the random error term, &;~N(0,c2L,).
2. Analysis of the estimation results of the econometric model of space panel

We use Matlab R2014b and its spatial measurement software package to estimate and test the
spatial panel model. When the samples are randomly taken from the population, it is more appropriate
to choose the random effect model, while when the samples are composed of some specific individuals
or the samples are the population, it is more appropriate to choose the fixed effect model (Baltagi 2009).
The research sample of this paper consists of 31 provincial administrative regions in China. Obviously,
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the fixed effect model is a better choice. In addition, according to the different control of fixed effect
model to two kinds of non-observation effects, it can be divided into four types: non fixed effect, space
fixed time non fixed effect, time fixed space non fixed effect and space and time double fixed effect.
Next, we need to establish panel SDM model and SEM model for comparison, through Wald test
and LR test to determine which is more suitable for this study.
The specific form of SDM is as follows:

InrpGDP = By + pW X InrpGDP + ByInk; + ByInL; + B3InGy + Bitrans, + Bsmail;, +

Berd;e + Brlngov: + fgopen;, + Poeduy + W X Ink; + 6,W X InL;, + 6;W X InGy, +

0,W X trans; + ;W X mail;, + OW X rd;p + 0,W X gov;, + O3W X open;, + OgW X edu; +
u; + v + & 9)

Table 4. Wald test and LR test of SDM.

Spatial fixed effect Time fixed effect Sp;.1t1al and time
fixed effects
. 23.3798 78.7544 83.1454
Wald test spatial lag (p=0.0054) (p=0.0000) (p=0.0000)
LR test spatial lag 21.9496 (p=0.0090>  74.2613 (p=0.0000) 65.9617
(p=0.0000)
Wald test spatial 12.8980 78.8267 82.2740
error (p=0.1673) (p=0.0000) (p=0.0000)
LR test spatial error 15.5565 73.8517 68.4319
(p=0.0767) (p=0.0000) (p=0.0000)

2 Figures in parentheses are p-values.

Table 4 reports SDM of the Wald test and LR test results. For the hypothesis test with the null
hypothesis of "Hy: 8 = 0", the Wald test and LR test in three forms of spatial fixed effect, time fixed
effect and spatial and time fixed effects passed the 1% significance test, rejected the null hypothesis
that SDM can be simplified as SLM. For the hypothesis test with the null hypothesis of “Hy: 0 + pff =
0”, the Wald test and LR test under the fixed time and double fixed effects both passed the 1%
significance test. The hypothesis that SDM can be simplified as SEM was rejected, while Wald test
under the spatial fixed effect failed to pass the 10% significance test, and LR test passed the 10%
significance test.

According to the above analysis, SDM is the optimal model for this study, so we will focus on the
estimation and in-depth discussion of SDM. In order to facilitate comparison, the estimation results of
the SEM model under the fixed spatial effect are also given. In addition, the model (3) is estimated by
the standard panel data measurement model, and four estimation results of the non-spatial panel data
model are given comparing as Table 5.

Table 5. Estimation and test of non-spatial panel model.

Non-spatial Spatial fixed Time fixed SPatlal, and

time fixed

effect effect effect
effect
C 5.971373" "

In_k 0.4384417 " 0.162983" " * 0.607182" " * 0.114994"**
In L 0.120006™** 0.037453™ " 0.105221""* 0.043424"*
In G 0.084165""* -0.017051*" 0.060455" " * -0.016874* "
trans -0.000001 " 0.000001""" -0.000001*** 0.000001""*

mail -0.000033 -0.000035*** 0.000001 -0.000022
rd -0.000038 -0.000210°** -0.000070 -0.000152***
gov -0.000128*** -0.000028* 0.000024 -0.000038" "
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Spatial and

Non-spatial Spatial fixed Time fixed ; .
time fixed
effect effect effect
effect
open 0.000019" " 0.000001 0.000014" " -0.000004 "~
edu 0.000069 0.000149"** -0.000165" 0.000185" "
R? 0.8487 0.8153 0.8872 0.5336
LogL 96.7280 527.8393 154.5769 564.0712
o2 0.0342 0.0027 0.0243 0.0022
DW 2.1016 1.4820 2.3712 1.7483

%okok kok ok
37,07

respectively represent that the estimated results of the coefficient are significant at the
level of 10%, 5% and 1%.

In order to avoid the influence of endogenous variables on the estimation results, the above spatial
measurement models are estimated by the maximum likelihood estimation method (ML), and the
estimation results of all spatial panel measurement models are shown in Table 6. In this paper, the
standard panel data econometric model passed Stata 12.1, and all spatial panel data econometric

models passed the estimation and test of Matlab R2014b.

Table 6. Summary of estimation results of SEM and SDM.

Model SEM SDM
, Spatial fixed  Non-fixed  Spatial fixed  Time fixed  Pataland
Variables time fixed
effect effect effect effect
effect
C 2.296074"**
In_k 0.149898 ** 0.533663" " 0.121388*** 0.536862° " 0.122836"**
In_L 0.044807°** 0.205989"** 0.020331 0.207045*** 0.026599
In_G -0.019815"** 0.039308 " * -0.015482"" 0.036967° " -0.010102"
trans 0.000001**"  -0.000001""* 0.000001°** -0.000001 """ 0.000001" "
mail -0.000022" 0.000035 -0.000017 0.000033 -0.000019
rd -0.000137***  -0.000092 -0.000150*** -0.000059 -0.000063
gov -0.000020 0.000014 -0.000017 0.000003 -0.000038" "~
open -0.000003 0.000013***  -0.000004** 0.000014" " -0.000006"**
edu 0.000099" -0.000078 0.000105" -0.000083 0.000131""
W*In_k -0.176753* " -0.106792"** 0.020189 -0.006737
W*In_L -0.017597 -0.055715 0.048547 0.164495"
W*n_G -0.079926" 0.037512 -0.083789 " 0.049586"
WHtrans -0.000001 -0.000000 0.000000 0.000005""*
W*mail -0.000097* 0.000017 -0.000265 -0.000078
W*rd 0.000212 -0.000245 0.000259 0.001154"**
W¥gov -0.000114 -0.000021 -0.000241 -0.000515" "~
W¥open 0.000035*** 0.000005 0.000052"**  -0.000039"**
W*edu -0.000271 0.000320™ " 0.000015 0.001527°**
0 0.364977*** 0567975 0.155966 0.336981"
A 0.634977°**
R? 0.9873 0.9115 0.9903 0.9140 0.9921
LogL 551.75752 186.56824 559.68267 192.64554 598.44283
o2 0.0024 0.0194 0.0023 0.0195 0.0017

This paper focuses on the relationship between the agglomeration of producer services and
economic growth. From the coefficient value (0.049586) and its significance (significantly positive at
the level of 10%) of the spatial lag term W*In G of producer services reported in the last column of
table 6, it can be seen that there is a significant interaction effect between the agglomeration of producer
services in neighboring areas and the agglomeration of producer services in this area This kind of
spatial interaction between regions will promote the economic growth of the region.
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Productive service industry agglomeration has passed the significance level test of at least 10% in
both the general panel data model as Table 5 and the spatial panel data model as Table 6, which
confirms that producer services agglomeration in China has played a significant role in the provincial
economic growth through the spatial agglomeration effect.

The above empirical test results also show that there are significant spatial spillovers and spatial
interactive growth in producer services agglomeration. From the last column of table 6, the spatial lag
coefficient (i.e. ) of per capita real GDP is 0.336981, which is significantly positive at the level of 5%,
indicating that there is a significant interaction effect between the economic growth of this region and
that of adjacent regions, and the economic growth of adjacent regions does have an interaction effect,
and the improvement of the economic level of adjacent regions will promote the economic growth
level of this region Improvement.

In the estimation results of SDM, the parameter estimation of explanatory variable cannot
represent the marginal effect of the influence on the explanatory variable, and the analysis of its
coefficient is meaningless. Table 7 shows the direct effect, indirect effect and total effect decomposition
results of the explanatory variables under the double fixed effects of space and time on the provincial
economic growth.

Table 7. Decomposition of spatial and time fixed effects (SDM).

Variables Direct effect Indirect effect Total effect
In_k 0.123246" " -0.038698 0.084548
In_L 0.024722 0.115665 0.140387"
In_G -0.011145" 0.042285" 0.031140"
trans 0.000001"** 0.000003*** 0.000004 """
mail -0.000018 -0.000052 -0.000070

rd -0.000081" 0.000911°*" 0.000829***
gov -0.000030" -0.000390" " -0.000420"**
open -0.000005"** -0.000029*** -0.000034"**
edu 0.000109™" 0.001148**" 0.001257***

From the direct effect part of the spatial effect decomposition results in Table 7, the direct effect
coefficient of the agglomeration of productive services on the region's economic growth is -0.011145,
and it is significantly negative at a significance level of 10%. It is important to point out that the direct
effect of the agglomeration of productive service industries is different from its coefficient estimation
because this direct effect includes not only the effect of the agglomeration of productive service
industries on the region's economic growth, but also the feedback effect. The feedback effect is due to
the spatial effect of the clustering of productive service industries in the region, which is transmitted
to neighboring regions and then returns to the region to affect the region's economic growth. The
degree of feedback effect is determined by two parts, one part is attributed to the coefficient of the
explanatory variable W¥ln_rpGDP (9), and the other part is attributed to the coefficient of the
productive service industry agglomeration spatial lag term W*In_G.

From the indirect effect part of the spatial effect decomposition results in Table 7, the spillover
effect coefficient of the agglomeration of productive services to the region's economic growth is
0.042285, and it is significantly positive at a significance level of 10%. The indirect effect of the
agglomeration of production and service industries is also called the spillover effect, which measures
the degree of impact of changes in the production service industry agglomeration on the economic
growth of all other regions. The increase of 1% will indirectly promote the economic growth of
neighboring areas by 0.04% through spatial interaction. The indirect effect of producer services
agglomeration is greater than the direct effect as a whole, which is determined by the nature of
producer services itself. For example, financial industry and real estate industry have higher
requirements for the level of human capital and the timely updating of knowledge and technology
information. The spillover effect of producer services in the economically developed areas plays a
leading role in the development of related industries in the surrounding areas. The intra-industry and
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inter-industry spillover effects can strengthen the connection between production and consumption,
and better serve as an effective connection and coordination between different regions and sectors.

In addition, the estimation results of the spatiotemporal double fixed-effect SDM model show that
there are also significant spatial interactions in explanatory variables such as labor input L and traffic
density trans. This shows that there are many uncertain spatial impact factors in our actual economic
development, and these factors also have a certain impact on the spatial effect of the production service
industry agglomeration. The indirect effect coefficients of infrastructure, R&D investment and
education investment are all significantly positive and much larger than the direct effects, indicating
that the spillover effects of infrastructure, R&D investment and education investment in this region
have significantly improved the economic growth of surrounding areas. The indirect effect coefficients
of government expenditure and opening to the outside world are both significantly negative and much
larger than the direct effects, indicating that government expenditure and spillover effects of opening
up in the region have a restraining effect on the economic growth of the surrounding areas.

The above empirical results show that there is indeed a space spillover phenomenon of economic
growth in the cluster of productive service industries, and the benefits of this cluster of productive
service industries also spill over into neighboring regions with economic interaction.

4. Conclusions

Based on the panel data of 31 provinces (cities, autonomous regions) in China from 2003 to 2013,
this paper analyzes the spatial impact of producer services agglomeration on inter provincial economic
growth, as well as the direct and spillover effects of producer services agglomeration on regional
economic growth. The results show that: first, the impact of spatial correlation cannot be ignored, and
the level of inter provincial economic growth in China has significant spatial correlation. Secondly, the
spatial spillover phenomenon of economic growth does exist in producer services agglomeration, and
the interaction phenomenon of economic growth exists between neighboring provinces. Thirdly, the
agglomeration of productive service industries has a significant difference in the direct spatial effect
and spatial spillover effect of regional economic growth, and the direct effect is significantly negative,
indicating that the agglomeration of productive service industries has a direct inhibitory effect on the
region's economic growth through multiple channels. The indirect effect is significantly positive and
much larger than the direct effect, which indicates that the agglomeration of productive service
industries has a significant driving effect on the economic growth of neighboring areas.

At the present stage of China's economic development, the spatial agglomeration of productive
service industries cannot be ignored, and regions should develop corresponding productive service
industries based on their comparative advantages. The key to using producer services to drive
economic growth lies in the rational adjustment and development of the spatial agglomeration
structure of producer services. By controlling the agglomeration factors of producer services with
significant spatial impact, regional resources can be integrated to the greatest extent to promote the
upgrading of industrial structure and provincial economic growth, so as to achieve high-quality
economic development.
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Abstract: In this article we deal with the analysis of the situation of equal opportunities in the field
of gender issues in practice. The aim of the article is to describe the importance of creating a corporate
culture that promotes equality and diversity in the workplace, as well as to describe the specific
situation of gender inequality in the labor market and to testify to people affected by gender issues
in practice. In this work, we investigate statistically significant differences in the perception of gender
issues in practice between managers and executives, as well as between the working areas of
education and transport. The questionnaires were used to verify the hypotheses and respondents'
opinion on the issue, which also implies an analysis of partial objectives. The aim of the research is to
analyze gender differences in the labor market and describe the perception of the issue of the position
of men and women in the work process and to compare their equal chances. The work is concluded
with proposals and recommendations to support equalization of inequalities in the labor market.

Keywords: gender; discrimination; equal opportunities; gender issues
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1. Introduction

In the knowledge of the hierarchy of society and the subsequent division of labor, the most
important step is the knowledge of biologically given differences and the socio-cultural gender, the
so-called female and male roles are claimed by the authors (Borchorst and Siim 2008).

Thus, undoubtedly, the basic definitions include gender and gender. (Groucutt et al. 2018) briefly
describe that sex is exclusively about the biological differences between men and women, on the basis
of which we can categorize human beings as men and women. Gender is already related to the social
meanings given in relation to the gender. Gender points out the differences between men and women
and is concerned with building gender identities.

In relation to gender differences, we should also define the concept of discrimination, which
(Kliestikova et al. 2018) cite as a disproportionate difference in treatment of individuals or groups of
individuals. Discriminatory treatment fails to respect the established equal rights for all groups and
individuals, and this demonstrates resistance to diversity.

(Luminita 2018) claims that gender differences point to forms of discrimination, namely direct
and indirect. Direct discrimination means an act or omission in which a person is treated less favorably
than that treated, or could be treated in the comparable situation, with another person. Indirect
discrimination is defined as a situation where an outwardly neutral regulation, decision, instruction
or practice disadvantages a person in comparison with another person.

(Neary et al. 2018) also mention another type of discrimination, namely multiple discrimination.
It defines it as a number of concurrent factors such as gender and age, or health and age, which
intensify disadvantage. They refer to other forms of discrimination according to the applicable anti-
discrimination law and are: Harassment, Sexual Harassment, Unauthorized Sanction, Instruction to
Discrimination and Encouraging Discrimination.

(Ranki et al. 2018) already define a specific form of gender discrimination, and that is gender role,
which is based on the anticipated behavior of men and women based on the images of understanding
of "masculinity" and "femininity". Gender roles are a learned gender socialization that begins shortly
after birth and transmits socio-cultural beliefs and values that are transmitted to the child.
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(Tesch-Romer et al. 2008) point to discrimination against women in hidden forms of the labor
market, as confirmed by a published analysis by the European Commission based on the following
factors of a survey of horizontal segregation in the labor market, indicating high employment rates of
women with low pay. It was also a sectoral segregation where women's attention was more
concentrated in the public sector, while men mostly in the private sector. In vertical segregation, it is a
glass ceiling, limiting women's opportunities and opportunities. Remuneration structures focus on
personal remuneration in which women are found to be disadvantaged (e.g. paying overtime which
not every woman can perform in addition to family responsibilities).

In practice, there is a system of collective bargaining characterized by an androgenic approach.
Furthermore, inequalities in household and family responsibilities and multiple discrimination of
inequalities in education based on prejudice and gender stereotypes manifested in the choice of fields
of study as well as the "male model" of the labor market and its remuneration system - points to efforts
to integrate into the work environment and this often forces women to adapt to a typical male model.
(Van den Brink et al. 2010) argue that due to gender stereotypes, society is devaluing and
subordinating women's work. The authors take the view that the structure and organization of society
is based on gender stereotypes and that unequal power relations between men and women exist and
persist.

2. Methodology

We carry out the research using a questionnaire, which is necessary for obtaining information on
the research objectives. The questionnaire consists of two parts. The first part is devoted to surveying
demographic data about respondents. In these informative questions we find out gender, age, region,
marital status, number of children, educational attainment, work area and position in organizations.
The respondents come mainly from three main work areas, namely transport, education and health.
When it comes to organizational issues, we differentiate between a manager in a particular
organization or an executive. The second part of the questionnaire is composed of questions
concerning the gender issue in practice.

The questionnaire contains 9 questions, to which we obtained answers in a scale consisting of 5
variants of answers in the following wording with numerical expression: 1 - Definitely yes, 2 - Rather
yes, 3 - Don't know, 4 - Rather not, 5 - Definitely not. Respondents should mark only one answer that
is closest to their opinion. 162 respondents participate in the research. Respondents are randomly
addressed through an online version of the questionnaire. We approached schools, transport and
health organizations from all over Slovakia. We assume that there are statistically significant
differences in the perception of gender issues in practice between executives and managers and we
assume that there are statistically significant differences in the perception of gender issues in practice
among respondents working in the field of education and transport.

We used arithmetic mean and standard deviation in descriptive statistics. The arithmetic mean is
the most commonly used positioning characteristic and is calculated from all quantitative values.
Defines the sum of all character values divided by their number - the range of the file.

The standard deviation o is the square root of the variance. The variability of a feature is usually
characterized by a guide deviation, because the standard deviation has the same dimension as
observed sign.

To evaluate the hypotheses, we used a paired t-test, which is used to compare the mean values of
two populations. We compare two samples, where in samples from one observation can be paired
with samples from another observation.

3. Results

In the first hypothesis we analyzed statistically significant differences in the perception of gender
issues in practice between managers and executives. We addressed 24 managers, representing 15% of
the respondents and 88 executives, representing 54% of the respondents. The test results are shown in
Table 1.
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Table 1. Statistically significant differences in the perception of gender issues in practice between managers
and workers.

Questionnaire Organization Standard Standard o
. e . Average . . .. Significance
items classification deviation deviation
Managers 3,21 1,449
Q1 Workers 2,47 1,375 2,065 024
Managers 3,92 1,176
Q2 Workers 3,01 1,450 2813 003
Managers 4,54 ,884
Q3 Workers 3,75 1,400 2,626 001
Managers 4,50 ,885
Q4 Workers 3,76 1,339 2,550 002
Managers 3,38 1,345
Q5 Workers 2,58 1,624 2,200 018
Managers 3,13 1,541
7
Q6 Workers 2,19 1,453 2,65 007

The full questionnaire items were as follows:

Q1: Have you ever encountered any form of discrimination in employment?

Q2: Do you think there is an unjustified penalty in your workplace?

Q3: Do you think there is a discrimination instruction in your workplace?

(Q4: Do you think there is incitement to discriminate in your workplace?

Q5: Do you have personal experience in different pay for work of the same value?

Q6: Do you know someone who has had a problem with pay discrimination?

In figure 1 we can see differences in the perception of gender issues in practice in terms of
inclusion in organizations, namely in managerial and executive positions.

5,00
4,50
4,00
3,50
3,00 -
2,50 -
2,00 -
1,50 -
1,00 -
0,50 -
0,00 -

®m Managers
= Workers

Ql Q2 Q3 Q4 Q5 Q6

Figure 1. Average response values in terms of inclusion in organizations.

Neither managers nor executives responded to the question of whether they encountered any
form of discrimination but executives were closer to a positive answer than managers. On the question
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of unjustified sanction at the workplace, the managers replied that they had not previously
encountered unjustified sanction while executives took a neutral stance. Neither managers nor
executives have encountered this form of instruction and incitement to discriminate, but managers
tend not to answer, while executives tend not to answer. On the question of personal experience in
remuneration for work of the same value, more managers were more neutral than executives.
Regarding the question of knowing someone who had a problem with pay discrimination, executives
answered positively.

We state that hypothesis 1: We assume that there are statistically significant differences in the
perception of gender issues in practice between executives and managers have been confirmed.

In the second hypothesis we analyzed statistically significant differences in the perception of
gender issues in practice among respondents working in the field of education and transport. We
addressed 53 respondents from education, which represents 33% of respondents and 59 respondents
working in transport, which represents 36% of respondents.

Table 2. Statistically significant differences in gender perception in practice in education and transport.

Questionnaire Organization Standard Standard o

. cre Average . .. . . Significance

items classification deviation deviation
Education ,51 ,973

Q7 Transportation 1,08 1,330 2,630 010
Education 1,58 ,865

Q8 Transportation 2,34 1,308 3,632 /000

Q9 Education 1,53 ,823 -2,830 ,006

Transportation 2,08 1,236

Full questionnaire items:

Q7: How did the employer react to defending your rights?

Q8: Are you aware of the opportunities for the employer to promote equal conditions through
retraining?

Q9: Are you aware of the opportunities for employer to promote equal opportunities through
training?

In figure 2 we can see differences in the perception of gender issues in practice in terms of work,
education and transport in particular.

2,5

15
m Education

® Transportation

05 -

Q7 Q8 Q9

Figure 2. Mean response values in terms of work area.
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Question no. 7 is not compiled by scale as other questions. It consists of specific model responses
of the employer when the employee defended his rights in remuneration. Education respondents were
more inclined to reply that the employer pointed out differences in the quality or quantity of work
done. Transport respondents were inclined to reply that their employer criticized their work and
pointed out their shortcomings. The respondents answered the question whether respondents are
aware of the promotion of equal opportunities by the employer in the form of retraining and provision
of vocational training.

We state that hypothesis 2: We assume that there are statistically significant differences in the
perception of gender issues in practice among respondents working in the field of education and
transport have not been confirmed.

4. Discussion

Research activities on gender issues, multiple causes analysis and knowledge of the link between
obstacles to gender equality in employment were also addressed by the authors (Belén et al. 2018) as
part of the Sectoral Operational Program Human Resources. In this research, the authors dealt with
the characteristics of the labor market both in Slovakia and in Europe and its gender imbalance in
terms of the proportion of employment of men and women in individual labor sectors, which they
believe is one of the most important cause of gender inequality.

(Diehl 2009) see the main differences in the degree of participation between men and women,
opportunities and rights. The authors build on the empirical findings that follow from the research of
OECD member states.

(Durana et al. 2019) analyzed differences in wage valuation between men and women in her
analyzes, and found differences in wage valuation between men and women. She found that wage
differences are greater where women work in their sector than when they work in the male sector. It
is based on gender segregation of the sector, with the term 'female' sector attributed by the author to
the service sector and 'male' to craftsmen, manufacturing workers and skilled workers in the use of
machines, apparatus and equipment. The findings are based on the gender segregation index for
occupational groups and on sectoral segregation and average wages in 2001.

(Jenson 2009) further elaborates on the findings of the analyzes, while pointing to discrimination
against women in the following areas, women have experienced higher long-term unemployment and
higher concentration in lower-paid jobs. In addition, we have seen a low representation in
management positions and differences in pay in the same or related job positions.

The authors (Allison and Risman 2013) were also interested in the evaluation of factors taking
into account regional disparities and territorial specificities of labor markets. On the one hand, they
examined the various causes in relation to the analysis of demographic data and the concentration of
employment and vacancies, and on the other hand the findings of the social construction of labor
policy, the reconciliation of work and family, motivation, but also the barriers associated with it.

The aim of the article was to point out the perception of gender issues in the labor market. Gender
issues in practice are still a persistent form of discrimination. Gender discrimination seems to be most
apparent in the field of work. The employment rate of women is still significantly lower than that of
men. There are many unjustifiable differences in paying wages for work of equal value between men
and women. Lower wages or under-representation of women in managerial positions are still
problematic areas of gender inequality in the labor market.

It is the development of terms related to gender issues and specific general gender differences
given by genetic equipment and gender differences in the workplace in the theoretical part. We
discussed the concept of opportunities and the importance of creating a corporate culture with an
appeal to the principles of equality. The research carried out confirmed the persisting differences in
the perception of gender issues between managers and executives. Even the Anti-Discrimination Act
is not sufficient to ensure that differences in perception of inequality are not demonstrable. It is
increasingly appealing for the implementation of the internal directives of enterprises that are focused
on equal opportunities.
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Abstract: The financial analyses of a company are substantially complicated. Especially when it
comes to the situations where there are high levels of uncertainty. In this paper, we address the issues
regarding the prediction of a bankruptcy situation with the help of fuzzy sets and compare the results
of different analytical methods and approaches. A significant part of fuzzy sets theory is related to
optimization of the decision making and it is clearly it’s best used in the situations where the use of
prediction methods that relay on the past data is not possible due to the significance of error caused
by the level of uncertainty. The construction of predictions through linear models is not yet offered
in the literature. The main reason is the inconsistency of the methodology, which could find
application in practice. Work on the use of fuzzy sets in financial analysis is part of a larger project to
design a bankruptcy model or methodology that must be able to take into account possible errors (or
its dispersion).
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1. Introduction

The word “fuzzy” means wispy, unclear, misty, vague, and uncertain (Zadeh 1965). It is possible
to understand the fuzzy set as the complete universe, where only some elements are not definitely in
it, and the membership degree to the fuzzy set is specified by mathematical functions (Kainz 2010).

The field of impact of the fuzzy sets in mathematic modeling of vagueness cannot be separated
from the terms used in verbal description. The terms used in financial analysis do not and cannot have
exact borders. It is possible to mention such terms as rapid onset of a bankruptcy situation, prospective
development of financial management, reasonable debt level, a financially sound company etc. These
terms are not clearly and exactly delimited and it is not adequate to use the probability either. However
the related insecurity is not of stochastic, arbitrary type (Mares 2002).

Mathematic operations used for the description of fuzziness are naturally different from
operations with random events and variables. That is why the fuzzy sets theory has been created. A
significant part of this theory is related to optimization of the decision making and evaluation of the
fuzzy data files. In case of classical deterministic sets it is possible to clearly determine if each object
belongs to a specific set or not (industrial company, debt sources, long-term property). Fuzzy sets can
be used with objects (see above), whose membership cannot be definitively determined.

To get a clear description of a fuzzy sub-set “A”, it is possible to generalize the characteristic-
membership function HA in such a way, that for each element x applies:

HA(x) = 11If x certainly belongs to A, pA(x) = 0if x certainly does not belong to A,
0 <pA(x)<1l If certain, that x belongs to A.

In the last case the value of wA(x) will be the closer to 1, the more likely x can be considered an
element of a fuzzy set A (Navara and Olsak 2002). From this point of view an expert opinion is a source
of fuzziness of quantitative data; reasonable profit rate, relatively high correlation, an appropriate
structure of capital resources, frequent decline in the economic sector etc. And thus if financial analysis
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uses verbal description of the economic reality, it is necessary to know, how to clearly distinguish the
relative significance of descriptive characteristics. If fuzzy sets are used, the vagueness of the results
increases enormously, however this theory enablesto work efficiently with the
fuzzy quantitative and qualitative data. In this expression a fuzzy set is an ordered pair A = (U,uA),
where U is the basic set and pA is the membership function defined as U pA: U— [0, 1] (Zadeh 1965).

The value pA (x) then expresses the grade of membership of x to the fuzzy set A. It is possible to
simplify the expression of a fuzzy set A using grades of membership in the discrete case of universe
(i-e. the basic set) U, so that the given elements are omitted and the fuzzy set A is written as a row
vector where the vector components are equal to grades of membership of individual elements. If a
fuzzy set is expressed in this way, it is possible to work with it same as with a usual vector, the only
difference being use of special operations (e.g. to set if the selected asset of the entity was acquired
recently or not, a so called “new property”. The vagueness of the description of the economic reality
consists in the attribute “new”. The value puA (x) sets a date in the calendar. If x (meaning new
property) is acquired on January 1st, then pA (x) = 1, 31st of December pA (x) =0, other values (dates)
are within the interval 0 < pA(x) < 1. This division is based on the idea of a calendar year with 365 days.
A more appropriate approach for calculations would be based on the length of different vectors, where
e.g. the length of the value 1st of January is 1, 3 of 3rd February is 34 etc. From the point of view of
vector operations, it is already evident, that the longer the vector is the older is the asset).

2. Results and Discussion

Within financial analysis such a way of expression of descriptive relations can be considered
sufficient, even though for a user of outputs and conclusions, such an intermediate result of the
analysis may be rather confusing. Moreover, such an entry is often not even considered a clear result
of monitoring of two variables. In case of bankruptcy it is important to know what debt ratio;
eventually the amount of debt finance is acceptable with the monitored entity. It is possible to use the
recommended values, however even their boundaries are too wide.

In case of debt financing it is thus possible, that one processor of the financial analysis considers
the amount of loan capital at the level CK1 adequate, another processor does not. In a similar way, at
the level CK2>CK1 the data can be seen in a different way. In this case we often consider the verbal
descriptions and financial analysis conclusions as inaccurate. (They are findings and expressions of
acceptable amount of debt finance with different analysts and of different analyzed companies).
Graphic expression of the above mentioned problem can certainly be as follows in figure 1:

HA (x)

I I . cizi kapital

) L) T T I L) 1 L) L)
CK, CK, CK; CK, CK; CK; CK; CKg CKgy CK,, CK, 4 CK,

Figure 1: Foreign capital.

In case it is necessary to define a set of all levels of loan capital, that can be marked as acceptable,
then the limit values of a selected company would be: CK1 e.g.: 1 million Czech crowns) < acceptable
<CK2 (e.g. 10 million Czech crowns). The value of CK3 (e.g.: 500 000 Czech crowns) would not belong
to the mentioned set (value log. 0), while the value CK2 (10 million Czech crowns) would (log. 1). How
could the analyst classify the value CK4 (e.g. 999 000 Czech crowns)? In practice such level would
probably be acceptable. If such level could be acceptable, how should we classify the level of 998,000
CZK and 997,000 CZK?
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However, e.g. Boolean logic that is often used in standard bankruptcy models, does not know the
above mentioned details. The mentioned problem is solved by the grade of membership. In case of
debt resources it is the value of probability, that the given element (999,000 CZK of debts resources)
belongs to the given set “acceptable”. It can be written as follows: A = 0.9 (999), uA =1 (10), uA =0
(2).

Within the CCB model, universe is estimated according to the economy area, in which the
company operates. In that case the debt sources are: U= [0, 20] million Czech crowns. For all companies
in general probably: U= [-20,100] million Czech crowns. [Here the CCB model emphasizes the
accounting aspect, where it is possible to recognize negative values of debt sources (claims) and their
maximum level is determined by the biggest company (from the point of view of balance sheet total)
in the area].

A value from the interval [0, 1] that expresses the grade of membership to the given set
“acceptable” is assigned to each level of debt sources. This assignment can be done with help of
calculation types, charts (fields) or with definition of the membership function, the membership
function of the set “acceptable”. This membership is possible with use of calculation types, charts
(fields) or with definition of the membership function. The membership function to a set could be of
the following form:

0,if _CK < 0.9mil.CZK
CK-0.9

99 if.0.9 < CK < 1mil.CZK

1-09
A acceptable 1,if .1 < CK < 10mil.CZK
197 if 10 < CK < 20mil. CZK

20-10
0,if_CK > 20mil.CZK

The fuzzy set is created by elements x selected from the set U, x € U, where to each element is

assigned a number a €10, 1], i.e. the grade of membership of the element into the fuzzy set A. Itis a
set of ordered pairs — its grade of membership. It is possible to explicitly write the fuzzy set as:

A={al/xl1,.., an/ xn}, @)

where x1, ..., xn € U are elements with associated grades of membership al, ..., an S (0,1], i.e.
elements with grades of membership 0 are not included. If universe is not the final set and it is not
possible to be written down as a list of elements, it is possible to write it down as follows:

A={al/x1 i €1, 2)

where i is an index set or it is possible to specify the characteristics of xi and ai in a more detailed
way. If for example the elements x are real numbers and the grades of membership are defined by a
function, the fuzzy set may be written down as follows:

A={fx)/x IxER}, 3)

where R is a set of real numbers. Other specific sets (carrier, a-cut and core) are further used only
in theoretical way to write down the analyses results, however the CCB uses this knowledge (recording
the value of a selected ratio in the form of singleton.) The carrier of the fuzzy set A is a set of all elements
of the universe, whose grade of membership into A is not zero.

This set is very important as it contains all elements that are interesting for those who elaborate
the financial analysis. The elements whose grade of membership is zero are not interesting as they can
be absolutely arbitrary.

Supp (A)={x |A(X)>0}, (4)

A-cut is a set of elements whose grade of membership is at least (i.e. bigger or equal) the given
grade a. This set can be obtained from the fuzzy set cutting all elements whose grade of membership
is less than a.

Aa={x |A(x)=a}, (5)
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For a-cuts of fuzzy sets the following applies: if a<b, then Ab S Aa

Equality the so-called clause about representation of a fuzzy set means, that the grade of
membership of the element x into the fuzzy set A equals the supreme of all indexes and cuts according
to the image:

Supp(A) Aay Ker(A)

Figure 2: The supreme of all indexes. (Source: Author)

The core is a set of those elements that for sure belong in the fuzzy set A. They represent typical
elements for the given fuzzy set. It will be linguistically typically “acceptable” from 1 million Czech
crowns to 10 million Czech crowns.

Ker(A) ={x |A(x)=1}, (6)

A fuzzy one-element set (singleton) or a fuzzy unit {a /x} plays an important role too. The term of
a fuzzy unit is very important especially in fuzzy regulation, because it is the way how to understand
the result of a specific result, for example the ratio — the debt ratio (CK/VK) of 0,400 will be in the form
{1/0.400} (Kleparnik 2003).

According to Klepdarnik (2003) aspects of fuzzy approach to modeling can be:

e  Modeling of vagueness and non-stochastic uncertainty of values and intensity of relations,

e  Expert evaluation with use of grades of membership and linguistic terms (variables),

e  Transformation of fuzzy models into classical models that can be solved with use of existing
methods, eventually creating of new special methods.

Within financial analysis fuzzy sets, thus enable to solve the character of some “attributes” that
are often vital for partial characteristics of the bankruptcy state. However, methodology of fuzzy sets
(including work with their elements) does not allow determining concretely what sets are going to be
analyzed.

This again confirms the presumption, that cooperation of two analysts is ideal for financial
analysis elaboration. If all the analytical activity and prediction is done only e.g. with use of calculation
software, that is able to connect both procedures, then it can be thought that it is much more important
to select the data and its attributes (see “acceptable”) than to do the mathematical work with the data.

The same point of view can be used even in case of fractional geometry that, as it is often stated,
does not methodologically serve to predict (bankruptcy, financial health), but knowledge resulting
from fractals must be seen as a new way of data elaboration. The selection of analyzed data and
information depends again on the decision of the analyst or the person who presents the financial
analysis. In relation with the hypothesis of the effective market it is good to remind here that for a long
time it was generally assumed, that prices of securities reflect more or less arbitrary events in the world
of business and that their fluctuation is arbitrary.

However, if that was so, the bankruptcy prediction, eventually reasoning based on time change
of the security of the analyzed entity, would be absolutely useless. The first described point of view
was introduced by Louis Bachelier, who worked on modeling price fluctuation. Later on it became
apparent, that his pattern was very approximate and that it significantly underestimates the
probability of a relatively big price fluctuation. Benoit Mandelbrot later proposes to express price
fluctuation with use of the so called Lévy distribution. It is characterized especially by the fact that for
big fluctuations it gets closer to power distribution in the form:

P(Ax) = (Ax) -1-a, )
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The power distribution is almost always a manifestation of the mentioned fractional geometry.
And a power price distribution indicates the fractional characteristics of price fluctuation. A more
subtle manifestation of fractionality in economics is the so called scaling, that observes change of price
with a simultaneous change of time. The characteristics scaling means: the probable distribution will
not change if the prices scale does not change either. And thus the price distribution does not depend
on two variables, time interval At and price change Ax, but on one variable only, and that is the selected
combination (e.g. rise and decline of prices of different commodities develop in the same way in time
- they decline in the time of crisis and rise in the time of recovery, however it does not matter if
recession period is one day in a month, one month in a year or one year in a century. It can be expressed
as follows:

PAt(AX) = (At)-H f ( (At)-H Ax), )

where f is a function that decreases as power f (y) = y-1-a, and H constant is the Hurst exponent.
Bachelier’s idea of price fluctuation as a random walk meets exactly the characteristics of scaling with
the value H = 1/2. The problem is, that real data indicate a significantly higher value around H = 2/3.
Apart from the power form of the scaling function f the higher value of the Hurst exponent is one of
the reasons why a usual random walk is absolutely inappropriate as a model of stock exchange
fluctuations and it is necessary to search for something substantially better (Slanina 2006).

Any fractal object can be generally defined with use of two basic characteristics: (1) repeated
similarity of the basic form that appears in one object in different sizes, (2) all near points are strongly
correlated (for example during crisis the number of entities active in business decreases no matter if it
is a global crisis, national crisis, crisis in the specific industry, regional crisis or a crisis between
suppliers). These characteristics create appropriate conditions for prediction of time series that are
important for financial analysis. Fractal geometry states, that even in an absolute chaos it is possible to
find situations that repeat and describes more complex structures that use more simple structures that
are their part (Sojka and Mendelik 2001). In an apparent chaos fractals represent the repeating elements
(Moravec 2006). The market development has a number of chaos creating factors. R. N. Elliot was
regularly observing hourly data on a New York stock exchange between 1935 and 1947. Thanks to the
accumulated data he was able to describe market behavior. The so-called Elliot wave was then named
after him.

2.1. The issue of data analysis with use of expert systems and neural networks

Data analysis tools are also often integrated into database and information systems. They are tools
for the use of data warehouses and part of analytical elaboration (i.e. data mining issue). Further
development in this area will probably mean combination of individual technologies in order to get
optimal approaches for different types of data files. It can be, for example, a combination of genetic
and neuron algorithms with decision trees. Nowadays, the term hybrid system in term of a
combination of various algorithms can already be found in literature. Arminger et al. (1997) use
problems with repayment to show the combination of the logistic discrimination analysis,
classification tree and neuron network. As far as the program equipment is concerned, statistic
program systems are the base. Apart from that, specialized products focused on decision trees or
neuron networks are also offered. Among other types of software equipment with integrated data
mining technology are relational database systems, systems supporting decision making. These
procedures can be also used in the analysis of economic trends in the analyzed entity. There are
different types of tasks (see Table 1) to be solved same as different procedures that can be used.

214



Table 1. Classification of data analysis.

Task Method

Discriminant analysis, Logistic regression,
Classification . y . 8 & ’
Classification (decision) trees, Neuron networks

Linear regression analysis, Non-Linear regression
Predictions of values of the explained variable . 8 ysis, 8
analysis, Neuron networks

Segmentation (clustering) Cluster analysis, Genetic algorithms
mentation u. Tin
& & Neuron clustering (Kohonen maps)

Association algorithm for derivation of rules like If X,

Relati lysi
elation analysis then'Y

When classifying and estimating values with some entities, it is possible to use values of
explanatory variables as well as values of the explained variable. The aim is to analyze the influence
of explanatory variables on the explained variable, so that it was possible to estimate the value of an
entity with unknown value of the explained variable. In the terminology of neuron networks it is
supervised learning. The same principle is also used with prediction of time series (Rezankova 2001).
(The use of neuron networks is justified in case when either during a problem solution it is not possible
to mathematically describe all relationships and contexts, that influence the observed process or in
cases when it is possible to create the exact mathematical model, but it is so complicated, that it is
almost impossible to algorithmize the task. They are especially complex and non-linear systems.
Among the biggest advantages of artificial neuron networks is the ability to learn. It means to acquire
knowledge by learning with use of a set of presented formula without necessity of knowing the
algorithm of solution. Neuron networks may be used in financial analysis for prediction of time series
and eventual consecutive decision making.

In segmentation (clustering) the data file is divided into groups and thus clusters of objects are
created. The appropriate number of groups is usually identified in the course of the data analysis.
Association algorithm is used in the relationship analysis to acquire rules, i.e. implications of IF (logical
combination fact) THEN fact, where fact is an elemental logical statement. It is found out, what
percentage of a specific logical combination of facts (antecedent) implies a fact on the right side of the
rule and what percentage of records can be found in this association. Detection of deviations can be
made with use of a graph with original (identified) values (a correlation graph XY) or statistical
characteristics of the file. The basis for the data analysis is creation of a model that represents the data
set. There are several modeling techniques, within which there are a lot of different approaches. The
aim of modeling in case of classification decision trees is creation of a tree structure. There is a number
of different algorithms for categorical data. These algorithms can be combined.

In this way it is possible to identify high-risk entities from a selected sector of economy (i.e. to
select possible entities endangered by financial distress) on the basis of:

e  Their property / capital structure,

e  Size of the unit,

e  Market orientation of the company,
e  Active years in business.

The algorithm CART is in this case based on the fact, that from each nude that is not final (the
last) lead two branches (other methods admit more branches, and the maximum number of branches
depends on the number of categories of the variable, that serves as a predictor).

The procedure of creating the model can be divided into 3 steps:

1. Selection of variables from the data file. The user chooses the variable whose values are to estimate
(financial distress, financial structure of the company). Then he/she chooses the explanatory
variables used to carry out the estimation.
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Creation of the groups of values. On the basis of statistical tests (chi square, see further) two
groups of values are created for each explanatory variable. The principle of the test is to find out
what are the two groups with the biggest variability between the groups and the smallest
variability inside the groups. It is an iterative process.

Creation of a tree structure. A variable that contributes to the greatest extent to estimation of the
explained variable is identified. On its basis the tree structure is created (Rezankova 2001).

Among the disciplines that are a basis for data mining are especially intuitive learning, machine

learning and statistics. They are also basis for the models used in data mining. There are 7 types of
models (table 2) used for solution of standard problems:

Table 2. Data mining models.

Model Description of behavior Prediction
Classification x
Regression x
Time series x
Neuron networks x
Clustering x

Exploratory analysis x

Association analysis x

It is obvious that, when using the techniques of data mining, it is necessary to use the appropriate

software. Expert writings remind (Klimek 2005), that success of data mining depends not only on a
good choice of the model and statistical method, but especially on a good formulation of the problem
and use of correct data. That again confirms the assumption of the CCB model about the necessity of
precise selection of data to be analyzed and then the use of methods for the data elaboration.

Recommendation about the form of the analytical tool for data mining is based on the following

characteristics:

Analytical abilities. The tools for data mining contain currently most used methods for data
mining: decision trees, clustering and modeling with use of neuron networks and a number of
other algorithms. There is different scope and possibilities of parameterization for different
products, the products also support creating of proper models.

Ease of use and analytical work. Creation of a specific model in the frame of data mining is often
an iterative and complicated process. In clustering analysis it is usual to try an optimal method
(e.g. K-means, Kohonen network, probability model) and testing of the optimal number of
clusters. If a multi-layer neuron networks are used, the behavior can be radically changed due to
the change of number of neurons, way of normalization of the input data etc. These and other
reasons lead to a requirement of intuitive environment for creation, administration, connection
and continuous evaluation of models and source and modified sets.

Connectivity for input data, operability of work with data sets. All mentioned tools enable to
flexibly import the input data with use of different sampling methods, to create their subsets and
manipulate with them flexibly. Different kinds of functions for input data transformation are
supported as well, e.g. filtering, normalization, compensation of values, change of distribution
characteristics etc.

Visualization and statistical evaluation of data and results of the models. Profiling, visualization
and statistical elaboration of the input data and analyses results is always a part of the
project of data mining (Klimek 2005).
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3. Materials and Methods

Point estimates, as first of the group of statistical methods of financial analysis of a company, are
used for a rough . estimate of a normal or comparative value of a specific indicator for a
group of companies. The value of the point estimate quantitatively represents the whole file (arithmetic
mean standard deviation o). In case that certain statistical assumption do not apply (which is very
typical in the * economic reality), the use of point estimates is not appropriate due to their
sensitivity to remote data, that is usually present in financial data. In order to remedy robustness
(sensitivity to remote data) point estimates of another class, the so-called ordinal statistics [median]
are used, (Priicha 2005). In scientific literature it was already proven, that relative measures (ratio of
two selected items) do not give the real image of the financial situation of the company, if they are
compared with average values of the indicators of the so called corresponding undertakings. Mr. And
Mrs. Kovanic state, that the assumption, that both numerator and denominator of a ratio indicator are
directly proportional to the size of the company, is complied with only exceptionally. (Kovanicova and
Kovanic 1996). If the text of this publication is primarily based on elemental statistic methods, we
assume, that for the estimation of the financial situation of a company focus should be put especially
on point and interval forecast, that however from the statistical point of view are based on absolutely
different characteristics than the mentioned point estimates.

Forecast construction based on models with variable regimes that serve for forecast is generally
characterized in the following A general non-linear model of the order one in the form:

Xt = G(Xt-1, ) +at, 9)

where G is a non-linear function and 0 is a vector of parameters. An optimal point forecast is the
conditional median value. An optimal forecast with the horizon h made in time T can in general be
expressed as:

XT(h) = E(XT+h|QT), (10)

where QT expresses history of the time series until time T included, i.e. a line of values XT, XT-1,
XT-2, ... The optimal forecast with horizon one is in the form of:

XT(1) = E(XT+11QT) = G(X1, d), (11)

It is a forecast that is constructed in a similar way as in case of linear models. The situation
becomes more complicated though, if the forecast horizon increases. The optimal forecast with horizon
two is in the form:

XT(2) = E(XT+h| QT) = E[G(Xt+1, ) | QT], (12)

The basic problem is, that in contrast with linear models, inequality applies E[G(Xt+1, d) | QT] #
E[G(Xt+11QT), 8] which means, that the linear operator of the conditional median value E cannot be
exchanged with non-linear operator G. It is possible to conclude, that in case of non-linear models
there is no simple relationship between forecasts with different horizons, same as in case of linear
models. In this context several possibilities of construction of point forecasts appeared. They may be
based on the relationship XT(2) = E(XT+21QT) = E[G(Xt+1, d)| QT) = E[G(G(Xt, d) + at+1, d)|QT] = E
[G(XT(1) + at+1, 8) | QT]

Supposing, that at+l = 0, it is possible to remove the conditional median value from the
relationship and then the forecast can be written down as:

XT(2)(n) = G(XT(1), ), (13)

In literature this type of forecast is denominated as naive (Kohout 2005). From this denomination
it is evident, that it is possible to construct more appropriate forms of point forecasts. One of them is
the closed form of forecast that can be expressed as follows:

XTQ)m) = [, G(Xpy1, O)FXrps V Qp)dXrys, (14)
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where f (XT+1 | QT) is conditional density of probability XT+1 on condition QT. It is direct
expression of point forecast | in form of calculation. One of the problems of this point forecast is, that
the integral is not generally available in analytical form and it is necessary to approximate it
numerically, this activity can be, especially in case of a forecast with high horizon, relatively time
demanding. Another problem is lack of knowledge about distribution of the variable at. In order to
achieve a complex analysis of forecasts of time series it is efficient to use interval forecasts (constructed
on the basis of linear models) whose typical characteristics is symmetry around point forecasts.

This fact is based on the assumption of normality of conditional distribution of the variableXT+h
with median value XT(h) that is the basis for these models. In case of non-linear models the conditional
distribution can be asymmetric and multimodal. And thus it is a question, if the symmetric forecast
interval is a good choice. In literature (Hyndman 1995) there already have been three proposals of the
way of construction of forecast intervals for non-linear models. Symmetric model around median
value:

Sa = (XT(h) - A, XT(h) + A), (15)

where A shall be such, that P(XT+h Sa|QT) =1 — a. The interval between 100(ct/2)%
and 100(1- a/2)% of the quantile of the forecast distribution Qo = (qa/2, q1-at/2) (2.23)

Area with highest density:
HDRa = {XT+h|[f{(XT+h| QT) = fa]}, (16)

Where fa is such, that P(XT+h HDRa|QT) = 1 — a. In case of symmetric division with one mode
the above mentioned forecast intervals are identical, in case of asymmetric distribution or distribution
with more modes, the forecasts are not identical. The most natural is the third forecast interval, as it is
the smallest of all possible intervals
100(1- a) % of forecast intervals and each point within this interval has conditional density of f
(XT+h1QT) at least the same as every point outside of the interval. It is interesting to compare the
quality of forecasts constructed on the basis of linear and non-linear models.

However, the proposed bankruptcy model must be able to count with an eventual mistake
(eventually its variance). Therefore, it is obvious, that despite the validity of conclusions of point and
interval forecasts, the model must admit an error in case the horizon h increases.

We believe that the mere statement about the relationship of the accuracy of the forecast and
horizon, that indicates its indirect dependence, is already sufficient here. We assume, that in case of
any quantitative estimates of time series, that are a result of extension of development from the past
till the present, the known assumptions are too unreal (e.g. Selection of the model, permanence of the
model parameters). In this estimation the analyst examining the data is able to exhibit an error that is
within the CCB model constructed at the level:

aT+h = yT+h - yT(h), (17)

The error supposed by the model is further divided in two parts aT+h = &S1 + 52 where each of
the parts ¢S is explained by the CCB model in a different way ¢S1 refers to the model selection and
€S2 is allocated to the estimates of parameters by the proposed model.

The relationship can thus be noted as aT+h = (yT+h — YT+h) + (YT+h — §T (h)), where yT+h —
YT+h is dedicated to the error made by the model selection (in case an appropriate model is selected
yT+h — YT+h = 0) and YT+h - §T (h) explains the error made by the estimate of the model parameters.
For exact extrapolation the CCB model further requires, that the forecast was an undistorted and a
solid estimate E {(aT+h)} =E {(yT+h - 9T (h))} =0  (2.27) E {(4T+h)2} = E {(yT+h - 9T (h))2} =
o5 =min.

4. Conclusions

In our opinion, the financial analysis of a company would be considerably complicated, if the
analyst did not know not only the purpose of its processing, but especially the object of its activity of
the analyzed company. The object of the activity of the analyzed company will without doubt be
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influenced by the extent of extensive indicators. The extent of extensive indicators (tax liabilities,
receivables from clients, basic capital, etc.) is certainly varied, depending on the object of the activity.
In case of industrial companies this extent will be much bigger than for example in financial
companies. E.g. expected return on debt from a group of textile manufacturing companies (and
furthermore its development) should then reflect the situation in textile industry as a whole. Due to
the uncertainty of point estimates, interval forecasts with a concrete horizon were used. This forecast
precisely reflects the character of debt yields (and furthermore its development) of the present and
past development, however the use of the same method for prediction is not possible anymore, as
increase in error rate burdens the total result. Therefore, in this case it is not possible to use the past
data to describe future development of the debt yield in textile industry as a whole.
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Abstract: The paper compares the present business circumstances that the International Bank for
Reconstruction and Development evaluates for the last 17 years annually. The data acquired from
this data set are further analyzed in order to obtain insight into similarities and differences of the
business regulation in selected economies with dissimilar political, cultural, historical and territorial
background, completely different sizes and populations. Czech and Malay economies are assessed
on the basis to 10 criteria selected from a very wide range of areas that clearly contribute to the
quality of the business environment. The data were collected for the period between May 2018 and
May 2019. The analysis shows that the Czech Republic and Malaysia have not similar business
regulation, completely different position in the ranking of surveyed countries. This contribution uses
data from the October report called Doing Business 2020. A more detailed assessment of individual
subsections shows a significant difference in protecting minority investors, dealing with
construction permits for business purposes, in trading across borders and differences in legal
enforcement of valid contracts.

Keywords: Doing Business 2020; entrepreneurship; business environment; business regulation

JEL Classification: L.25; 1.26; O10

1. Introduction

Business environment and the comparison of business conditions is an important parameter of
macroeconomic stability and an important determinant of economic growth (Commander and Svejnar
2011), (Korner et al. 2002) and (Odehnal and Michalek 2011). The impact of the macroeconomic
business environment on the development of corporate social responsibility has been examined by
(Hategan et al. 2018), (Krajnakova 2018). These authors have found out that the business environment
can affect corporate social responsibility in a variety of ways, and even in unfavourable macroeconomic
conditions, companies continue to participate in socially responsible activities due to the fact that they
bring them long-term benefits. In order to verify this statement, a quantitative assessment of the quality
of institutions is needed. The importance of business environment has been evaluated in other articles
by other authors, for example (Carmeli 2001), (Slavik and Jurikova 2002), (Petrik 2001), (Klapper and
Parker 2011), (Chavis et al. 2011) and (Young 2001).

This paper explores the International Bank for Reconstruction and Development studies, especially
the last one from 2019, which focuses on defining individual aspects of the quality of the business
environment worldwide. In particular, we will focus on assessing the conditions for doing business in
Malaysia and the Czech Republic.

Business conditions in various countries have been assessed for the last 17 years by World Bank
Group and International Bank for Reconstruction. Then, the results are made public in final reports
named "Doing Business" (DB 2019). The study affords quantitative indicators containing 12 sections of
the business environment in 190 economies. The goal of the periodical studies is to afford objective data
for practice by governments in proposing to publish business regulatory policies and to advance study
on the important topics of the regulatory surroundings for companies. The yearbook Doing Business
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2020 is the 17th in sequences of summary exploring the rules that magnify enterprise activity and those
that confine it.

2. Methodology and Procedure for Assessing the Quality of Business Environment

The current report compares business regulations and rules in 190 countries around the world
practicing 12 main indices. The overall indicator ranks each compared country in the global ranking
like the result of the average value of only 10 indicators. The total overview completes further 7
territorial groups (32 OECD high income countries, 25 from East Asia & Pacific, 25 from Europe &
Central Asia, 8 from South Asia, 32 from Latin America & Caribbean, 19 from Middle East & North
Africa, 49 from Sub-Saharan Africa).

Doing Business presented progress in the last few years to all its index groups. In the 2015
yearbook, the existing measures of Protecting Minority Investors and Getting Credit were broadened,
while Resolving Insolvency introduced new measures of quality. In the yearbook Doing Business
2016, a new case scenario was introduced by Trading across Borders with the intention to raise the
relevance of economy and index groups of Enforcing Contracts, Getting Electricity, Registering
Property and Dealing with Construction Permits presented new quality measures as well. Doing
Business 2017 yearbook contains the addition of gender components by Enforcing Contracts,
Registering Property and Starting a Business and new measures of post filing processes introduced by
Paying Taxes.

Calculation of scorings is only available for the Doing Business 2020 annual report. The
comparability of the prior years is influenced by year-to-year changing numbers of economies,
indicators and methodology. The recalculation of each methodology extension for one year took place
in order to give corresponding index values and ranking for the previous year. The data which were
obtained from Doing Business 2020 study cover two following areas:

¢ AREAI Indicators characterizing the complexity and cost of regulatory processes in the
monitored country in the form of an assessment:

Starting a Business,

Dealing with Construction Permits,
Getting Electricity,

Registering Property,

Paying Taxes and

Trading Across Borders.

o O O O O O

e AREA II Indicators characterizing the strength of legal institutions in the monitored country,
namely:
o  Getting Credit,
o  Protecting Minority Investors,
o  Enforcing Contracts and
o  Resolving Insolvency.

Within the monitored areas, the indicators are evaluated according to 3-6 additional sub-criteria,
which ensures the objectivity of the evaluation and, in particular, the expertise because all individual
assessments are done by competent auditing and legal offices in each country. Each of the 10
indicators has the same weight in the overall rating, but it does not mean that the country ranked first
in the overall rankings ranks first in sub-ratings. What is important is the average placement of the
country according to all individual sub-areas.

3. Ease of Doing Business Ranking and Ease of Doing Business Score Results

The comparison of countries shown in the ease of doing business (EODB) ranking is done with
regard to regulatory best practice; countries are benchmarked to each other in the ease of doing
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business score, indicating the entire range to the top regulatory performance on each Doing Business
index. In this range, the topmost record is the example of the best regulatory achievement on the
indicator among all the countries since 2005 or the third year when data for the index were processed.

When the analysis over years is carried out, the ease of doing business ranking shows, how much
a country’s administrative climate for local entrepreneurs has changed over time in absolute values,
while in the ease of doing business ranking only the amount of administrative climate transformation
in relation to other countries can be presented. The very top countries in the ease of doing business list
(see Tab. 1) are those with permanently well-created business climate or those having favourable
administrative surroundings due to extensive enhancement throughout the years. The five highest
ranking economies of this year - New Zealand, Singapore, Hong Kong, Denmark and Korea Republic
— represent a business-friendly climate and they have been leading the ranking since 2010.

3.1. Ease of doing business ranking overview

Table 1. Ease of doing business ranking — TOP 12 (DB, 2019).

Rank Economy Region EODB EODB score
score change
(2020) (2020/2019)

1 New Zealand OECD high income 86.8 -0.02

2 Singapore East Asia & Pacific 86.2 +0.4

3 Denmark OECD high income 85.3 +0.1

4 Hong Kong SAR China  East Asia & Pacific 85.3 +0.2

5 Korea Rep. OECD high income 84.0 0.0

6 United States OECD high income 84.0 +0,4

7 Georgia Europe & Central Asia 83.7 +0.2

8 United Kingdom OECD high income 83.5 -0.1

9 Norway OECD high income 82.6 -0.3

10 Sweden OECD high income 82.0 0.0

11 Lithuania Europe & Central Asia 81.6 +0.6

12 Malaysia East Asia & Pacific 81.5 +0.2

40 Poland OECD high income 76.4 -0.5

41 Czech Republic OECD high income 76.3 0.0

45 Slovak Republic OECD high income 75.6 +0.2

52 Hungary OECD high income 73.4 +0.2

! Notes: The range from 1 to 190 is captured by the ease of doing business ranking. The ease of doing business
score shows the gap in each economy from the highest regulatory performance monitored on each of the
indicators across all economies in the Doing Business sample since 2005. The position on the scale from 0 to 100
reflects an economy’s ease of doing business, where 0 means the lowest and 100 the highest performance.

3.2. Malaysia and the Czech Republic — details of Doing Business conditions

The evaluation of the situation in the countries under review is shown in Table 2. In terms of
complexity and cost of regulatory processes, three out of six indicators in Malaysia are clearly better
evaluated than in the Czech Republic, while the remaining three are better in the latter. Malaysia is
much better rated in dealing with building permits. Malaysia scores higher than the OECD average or
the East Asia Pacific region in this assessment, mainly due to the very low number of days and
procedures to build a warehouse. Procedure is any interaction between the managers or employees of
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a company and external parties. There are only insignificant differences in other sub-indicators. The
costs are a percentage of the value of the warehouse and the quality assurance index based on six
other indices - quality assurance after construction, quality assurance during construction, quality
assurance before construction, quality of building regulations, liability and insurance regimes and
indices of professional certification.

On the contrary, the Czech Republic is significantly better than Malaysia in Trading across
borders. The Czech Republic receives a better score than the OECD average, East Asia & Pacific area
as well. It is the recording of time and costs associated with the logistics process for exporting and
importing goods, time and cost measurement associated with the following procedures - national
transport, border compliance, and document compliance - as part of the overall process of shipment,
import and export of goods. Although the database contains and reports data on time and cost of local
transport, it is not used to calculate the index of cross-border trading or assess its ease. The main point
is that local transport time and costs are affected by many external factors. Among them, the
topography, geography, and general infrastructure of the transit area, the location of warehouses
where goods are kept, road capacity and proximity to the nearest port or border. Therefore, they are
not directly influenced by trade policies and economic improvements of the country in question.

Table 2. Complexity and cost of regulatory processes (DB 2019).

Topic and indicator Malaysia Czech East Asia & EODB EODB
Republic Pacific/OECD high score score
income countries Malaysia Czech
score Republic

Starting a business 83.9/91.3 83.3 82.1
(126) (134)

Procedures (number) 8(9) 9 6.5(6)/4.9

Time (days) 17(18) 245 25.6(7)/9.2

Cost (% of income per capita) 174 1.1 3.0

Minimum capital (% of income 0.0 0.0 3.5/7.6

per capita)

Dealing with construction 70.0/75.6 89.9 56.20

permits (2) (157)

Procedures (number) 9 21 14.8/12.7

Time (days) 41 246 132.3/152.3

Cost (% of warehouse value) 1.3 0.2 3.2/1.5

Building quality control index 13 8.0 9.4/11.6

(0-15)

Getting electricity 75.1/85.9 99.3 95.6
@ (11)

Procedures (number) 3 3 4.2/4.4

Time (days) 24 58 63.2/74.8

Cost (% of income p.c.) 25.6 23.1 594.6/61.0

Reliability of supply and g 4074

transparency of tariffs index (0-8)
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Table 2. Complexity and cost of regulatory processes (continued)

Topic and indicator Malaysia Czech East Asia & EODB EODB
Republic Pacific/OECD high score score
income countries Malaysia Czech
score Republic
57.5/77.0 79.5 79.7
Registering propert
& B PIOPETY (33) (32)
Procedures (number) 6 4 5.5/4.7
Time (days) 11.5 27.5 71.9/23.6
Cost (% of property value) 3.5 4.0 4.5/4.2
Quality of land administration
26.5 25.0 16.2/23.2
index (0-30)
73.6/84.3 76.0 81.4
Paying taxes
(80) (53)
Payments (number per year) 9 8 20.6/10.3
Time (hours per year) 174 230 173/158.8
Total tax and contribution rate (%
38.7 46.1 33.6/39.9
of profit)
Postfiling index (0-100) 51.0 90.5 56.4/86.7
71.6/94.3 88.50 100.00
Trading across borders
(49) (1)
Time to export|import: Border 28136 010 57.5168.4/
compliance (hours) 12.718.5
Cost to export|import: Border 2131213 010 281.11422.8/
compliance (USD) 136.8198.1
Time to export|import: 1017 111 55.6153.7/
Documentary compliance (hours) 23134

The assessment of the situation of the monitored countries shows the following results (see Table
3). Concerning the strength of legal institutions, three of the four indicators are clearly in favor of
Malaysia, whereas the remaining one is better in case of the Czech Republic. Malaysia is doing
significantly better in Protecting Minority Investors, Enforcing Contracts and Getting Credit. The
fourth sub-indicator — Resolving Insolvency — is favorable for the Czech Republic. The data is
derived from a questionnaire collected by company and securities lawyers and is based on
company law, civil code of law, court rules of evidence and the disposition of securities.
Protection of minority investors helps prevent conflicts of interest by means of a set of indices.
These scores are the sum of the extent of conflict of interest regulation index and the extent of
shareholder governance indicator. The indicator called Enforcement Contract measures the cost and
time of needed to solve commercial disputes by local courts of first instance and the index of quality
of litigation. It also assesses whether or not the country in question has adopted best practices
supporting the quality and efficiency of the justice system.
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Table 3. Strength of legal institutions (DB 2019).

Topic and indicator o - East Asia & EODB EODB
% §L Pacific/OECD high  score score
E“ % income countries Malaysia Czech
g score Republic

Getting credit 58.0/ 75.00 70.00
643 (37) (48)

Strength of legal rights index (0-12) 7 7 7.1/6.1

Depth of credit information index (0-8) 8 7 4.5/6.8

Credit registry coverage (% of adults) 649 73 16.6/24.4

Credit bureau coverage (% of adults) 89.1 81.1 23.8/66.7

Strength of legal rights index (0-12) 7 7 7.1/6.1

Depth of credit information index (0-8) 8 7 4.5/6.8

Credit registry coverage (% of adults) 649 7.3 16.6/24.4

Credit bureau coverage (% of adults) 89.1 81.1 23.8/66.7

Protecting minority investors 49.7/ 88.0 62.0
68.2 (2) (61)

Extent of disclosure index (0-10) 10 2 5.9/6.5

Extent of director liability index (0-10) 9 6 5.2/5.3

Ease of shareholder suits index (0-10) 8 9 6.7/7.3

Extent of shareholder rights index (0-10) 5 5 2.0/4.7

Extent of ownership and control index (0-10) 6 5 2.4/4.5

Extent of corporate transparency index (0-10) 6 4 2.6/5.7

Enforcing contracts 53.0/ 68.2 56.4
67.8 (35) (103)

Time (days) 425 678  581.1/589.6

Cost (% of claim) 37.9 338 47.2/215

Quality of judicial processes index (0-18) 13.0 95 8.1/11.7

Resolving insolvency 40.9/ 67.0 80.1
749  (40) (16)

Recovery rate (cents on the dollar) 81.0 675 355/70.2

Time (years) 1 2.1 2.6/1.7

Cost (% of estate) 10 17 20.6/9.3

Outcome (0 as piecemeal sale and 1 as going 1 1

concern)

Strength of insolvency framework index (0-16) 7.5 14 7.0/11.9

The Resolving insolvency category is a weak point in evaluating business conditions in Malaysia.
It is measured the time, cost and outcome of insolvency proceed-ings involving domestic entities as
well as the strength of the legal framework applicable to judicial liquidation and reorganization
proceedings. Data for solving insolvency indicators are derived from the replies to questionnaire
created by local insolvency trustees and verified by studying laws and regulations as well as
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public information on insolvency systems. The ranking of countries according to the ease of
solving insolvency is determined by classifying their score for solving insolvency. The indicator
is counted simply as an average of the score of Recovery Rate and Strength of Insolvency
Framework Score.

4. Discussion

This paper focuses on the assessment of business conditions published by the International Bank
for Reconstruction and Development this year. This institution has been evaluating the conditions for
doing business in 10 different areas according to a very sophisticated methodology for 17 years. The
authors' interest was to compare the conditions for doing business in Malaysia and the Czech
Republic. These countries have a very different history, politics and culture. Nonetheless, the basic
dissimilarity are their respective areas and populations. Malaysia is four times larger and has nearly 3
times more inhabitants. Malaysia ranked 12th and Czech Republic 41st among 190 countries.

Czech Republic

Starting a Business
(134)

Malaysia
Starting a Business
(126)

Resolving Insolvency
(16)

Enforcing Contracts
(103)

Trading Across
Borders (1)

Paying Taxes (53)

19

Protecting Investors
(61)

Dealing with
Construction Permits
(157)

Getting Electricity
(12)

Registering Prope
(32)

Getting Credit (48)

Resolving Insolvency

(40)

Enforcing Contracts
(35)

Trading Across
Borders (49)

Paying Taxes (80)

19

Protecting Investors

)

Dealing with
Construction Permits

()

Getting Electricity (4)

Registering Property
(33)

Getting Credit (37)

Figure 1. Similarities and differences of the business regulation between the Czech Republic and
Malaysia.

It is clear that the conditions for doing business in both countries are different, but there are some
similarities and in some areas Malaysia has its weaknesses. In the overall evaluation, criteria relating
to the complexity and cost of regulatory processes are analyzed first, followed by criteria relating to
the strength of legal institutions. The complexity and cost of regulatory processes are defined by 6
indicators. There is the only indicator of business conditions that both these countries have identical,
that is Registering Property.

Differences are evident in the indicators Dealing with Construction Permits, Starting a Business
and Getting Electricity. Establishing your own company in the conditions of the Malaysian economy
is easier than in the Czech economy, but due to a large number of procedures, days and, ultimately,
costs, the establishment of a company in both countries is very difficult. The fundamental difference
between the two economies can be seen in the indicator Dealing with Construction Permits. This
indicator clearly shows the very low number of procedures required to obtain a building permit, thus
reducing the time required for it. The differences between the two economies are so significant that
Malaysia is in this respect gaining a significant advantage over the Czech Republic in the overall
ranking. Malaysia is better ranking in the area of Getting Electricity. On the other hand, the Czech
Republic boasts of better conditions for doing business in the areas of Paying Taxes or Trading Across
Borders. Still, even these advantages cannot move the Czech economy among the top 40 economies.
In the second important area of evaluation - Strength of Legal Institutions - almost all criteria are
evaluated in favor of Malaysia. Enforcing Contracts, Getting Credit and especially Protecting
Minority Investors are areas where Malaysia is gaining a significant advantage over the Czech
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Republic thanks to the strength of its legal institutions. Only one area out of four resulted in favor of
the Czech Republic, namely Resolving Insolvency.

Malaysia has been continuously improving its Doing Business rankings over the past three years
through its reforms. It was during these years that it carried out nine major reforms. For instance, in
2019 Malaysia streamlined the process of Dealing with Construction Permits by eliminating the road
and drainage inspection performed by Kuala Lumpur City Hall. In 2018, Malaysia made starting a
business easier by introducing an online registration system for goods and service tax. Unfortunately,
the position of the Czech Republic has been declining over the past three years. The position of the
Czech Republic in the Doing Business 2020 study is worst in seven years. The last reform that could
have had a positive effect, took place in 2017 - the Czech Republic made starting a business less
expensive by introducing lower fees for simple limited liability companies. Unfortunately, the
positive effect was ruined by the measure whereby the Czech Republic made paying taxes more
complicated by introducing new requirements for filing VAT control statements. Reforms that would
simplify doing business and make it more efficient are not detected in the Czech economy. This is a
major problem and this situation has clearly manifested itself in the current ranking of the Czech
economy among all the evaluated economies of the world.
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Abstract: Alzheimer's disease (AD) and its growing prevalence is an important issue both today and
in the future. An important aspect concerning the management of the disease is having a sufficient
capacity of accommodation facilities and professional inpatient care. The aim of this work is to
determine the prevalence of patients with Alzheimer’s disease in Retirement Homes (RH) and in
Homes with a Special Regime (HSR) in the Czech Republic. For this purpose, a questionnaire survey
was conducted for RH and HSR directors. The prevalence rate of the disease was found to be different
for each type of home. The prevalence of AD in retirement homes was found to be 16%, while the
prevalence in homes with special regime is o 78%. This difference reflects the main purpose of the
facilities, but at the same time points to insufficient capacities in both type of homes. Based on our
calculations, we estimate that in Czech Republic, in 2020 there are about 21,000 people with
Alzheimer's disease in both types of homes. Some 162,000 people with dementia/AD stay at home,
putting a lot of pressure on families who have an AD relative in their midst and take care of them at
home.

Keywords: Alzheimer's disease; prevalence; capacities; inpatient social services; Czech Republic

JEL Classification: 110; 111; 113

1. Introduction

Alzheimer's disease is an incurable neuro-degenerative brain disease in which irreversible cell
destruction and damage occurs. Alzheimer's disease is also the most common cause of dementia.
A patient suffering from Alzheimer's disease gradually loses cognitive functions such as memory,
speech, clear thinking and problem-solving abilities. These patients lose the ability to perform daily
activities such as cooking, getting dressed, washing and have to rely on the help from others. Patients
at this stage may be aggressive or confused and require care and supervision. As the disease
progresses, the disease also attacks other parts of the brain and inability to perform basic body
functions such as walking or swallowing. At this stage, the patient is bedridden and requires
continuous care. (Alzheimer's Association Report 2019).

Alzheimer's disease lasts an average of 7-10 years from the first symptoms of the disease to the
patient's death. However, the course of the disease varies by the individual. Some patients can live
with the disease for up to 15 years, others only 3 years (Jirak 2008).

The issues surrounding Alzheimer's disease are becoming increasingly important, as the
prevalence of this incurable disease continues to increase. The number of people with
dementia/Alzheimer's disease in the Czech Republic is now estimated to be between 143,000
(Alzheimer Europe 2013) and 153,000 (Matl et al. 2016). These estimates are based on epidemiological
studies. In 2019, the Ministry of Health (2019) published data from the UZIS database in which 102,000
people with dementia and 62,000 people with Alzheimer's disease were diagnosed in the Czech
Republic. Furthermore, the report of the Ministry of Health of the Czech Republic adds that up to 75%
of patients may be under-diagnosed.
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According to estimates, the number of patients with dementia could increase to 383 thousand by
2050 (Matl et al. 2016). Valkova et al. (2010) take a more positive attitude, which reports the prognosis
for 2050 as having 227,000 affected dementia patients. The Ministry of Health (2019) states that by 2030
there can be up to 90,000 people with Alzheimer's disease.

A very important aspect to consider is where these people are and what care they receive.
Therefore, the main aim of the article is to look at the prevalence of patients with Alzheimer's disease
in retirement homes and in homes with special regime. This is important mainly because of the
unsustainability of home care, which in most cases cannot be permanent and needs to be replaced with
professional care over time (homes with special regime etc.), which may not be available due to the
increasing prevalence of patients (Matl at al. 2016).

This high prevalence of AD worldwide has already had a high economic impact, but it will have
an even greater impact in the future. Every year, the number of cases of Alzheimer's disease is
increasing by 7.7 million worldwide each year, and not only Czech society should prepare for this and
adapt capacities in retirement homes and homes with special regimes (WHO 2012).

In-patient social services and direct care are now the most expensive part of the direct cost of
overall care for Alzheimer's patients, and thus the prevalence of clients with this disease in homes with
special regimes and retirement homes is a good indicator and predictor of economic aspects of the
disease (Tomaskova 2019).

This work contributes to mapping the prevalence of patients with Alzheimer's disease across
individual regions of the Czech Republic. The research question is: What is the prevalence rate of AD
in RH and HSR by region and overall in the Czech Republic?

2. Methodology

Quantitative research covers retirement homes (RH) and homes with a special regime (HSR). These
services have a different purpose and target group and are defined in the Social Services Act (2206).

According to this Act, in a retirement home (§49), "residential services are provided to persons who
have reduced self-sufficiency mainly because of their age, whose situation requires regular assistance from
another natural person." In a home with a special regime (§50) “residential services shall be provided to
persons who have reduced self-sufficiency due to chronic mental illness or substance abuse and to persons with
age, Alzheimer’s dementia and other types of dementia who have reduced self-sufficiency due to those illnesses
whose situation requires regular assistance from another natural person. The regime in these facilities for the
provision of social services is adapted to the specific needs of these persons.”

According to our findings, based on data from individual regions (from their regional networks)
in the Czech Republic, there are 417 RH and 310 HSR with a total capacity of 32,121 beds in RH and
20,351 beds in HSR. Information on the number of homes and their capacities/beds is available on the
websites of regions and individual homes. Data verifying the capacity of the facilities and researching
the prevalence of Alzheimer's patients were collected through phone calls, email interviews and face-
to-face interviews. The data were collected through a questionnaire survey. The questionnaire
consisted of five questions and took about 5 minutes. The data was collected from August 2019 to
January 2020.

For a representative result, it was necessary to reach at least 5 RH and 5 HSR questionnaires from
each region and cover at least 10% of homes. These results were achieved, and the research is
applicable to the whole of the Czech Republic. The research includes 81 RH (99 addressed) out of 417
total (Table 1) and 83 HSR (94 addressed) out of 310 (Table 2). This means, that 19% of the retirement
homes and 27% of homes with special regime were involved in the research.
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Table 1. Coverage of research in Retirement Homes (RH) by region.

. Total homes by . Homes.
Region , Homes addressed involved in Research coverage
regron the research

South Bohemia 27 7 6 22%
South Moravia 40 5 5 13%
Karlovy Vary 12 7 6 50%
Hradec Kralové 34 8 6 18%
Liberec 13 7 5 38%
Moravian-Silesian 37 6 5 14%
Olomouc 25 7 5 20%
Pardubice 19 6 5 26%
Plzen 23 5 5 22%
Prague 34 13 8 24%
Central Bohemian 61 5 5 8%
Usti nad Labem 32 5 5 16%
Vysocina 30 12 10 33%
Zlin 30 6 5 17%
TOTAL 417 99 81 19%

Table 2. Coverage of research in Homes with a Special Regime (HSR) by region.

Total homes by . Homes.
. Homes addressed involved in Research coverage
region
the research
South Bohemia 21 6 5 24%
South Moravia 42 5 5 12%
Karlovy Vary 11 5 5 45%
Hradec Kralové 12 9 7 58%
Liberec 13 7 6 46%
Moravian-Silesian 39 5 5 13%
Olomouc 13 8 6 46%
Pardubice 12 5 5 42%
Plzen 15 5 5 33%
Prague 19 8 5 26%
Central Bohemian 42 5 5 12%
Usti nad Labem 33 6 6 18%
Vysocina 18 14 13 72%
Zlin 20 6 5 25%
TOTAL 310 94 83 27%
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Tables 3 and 4 show the total capacities for each type of facility and region, compared to the capacities
from which the data are obtained. In terms of capacities, 19% of all RH and 24% of HSR are covered
throughout the country.

Table 3. Beds in Retirement Homes (RH) and research coverage by region.

Region Total capacity by .Capacitie.s of homes Research coverage
region involved in research

South Bohemia 2,281 472 21%
South Moravia 2,202 236 11%
Karlovy Vary 696 370 53%
Hradec Kralové 2,386 358 15%
Liberec 1,170 397 34%
Moravian-Silesian 3,318 326 10%
Olomouc 2,403 505 21%
Pardubice 1,679 484 29%
Plzen 1,660 315 19%
Prague 3,074 633 21%
Central Bohemian 4,610 368 8%
Usti nad Labem 2,730 346 13%
Vysocina 1,951 829 42%
Zlin 1,961 401 20%
TOTAL 32,121 6,040 19%

Table 4. Coverage of research in Homes with a Special Regime (HSR) by region.

Total Capacity by .Capacitie_s of homes Research coverage
region involved in research

South Bohemian 1,349 191 14%
South Moravian 3,098 413 13%
Karlovy Vary 716 280 39%
Hradec Kralové 574 367 64%
Liberec 911 341 37%
Moravian-Silesian 2,734 297 11%
Olomouc 725 220 30%
Pardubice 794 622 78%
Plzen 1,020 258 25%
Prague 1,289 398 31%
Central Bohemian 2,705 307 11%
Usti nad Labem 1,907 537 28%
Vysocina 847 530 63%
Zlin 1,682 167 10%
TOTAL 20,351 4928 24%
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3. Results

The research focuses on prevalence of Alzheimer’s Disease in Retirement Homes (RH) and Homes
with a Special Regime (HSR) and it covers all regions of the Czech Republic. The research suggests
that prevalence rates differ significantly in RH and HSR. It is on average 78% in HSR and 16% in RH
(Table 5). The variability of the results of individual regions is relatively high. The lowest proportion
of Alzheimer's Disease in RH is in the Moravian-Silesian Region (4%) and the highest in the Central
Bohemian Region (30%). The lowest proportion of AD in HSR is found in the Pardubice Region (58 %)
and the highest in Prague (97%).

Table 5. Average estimate of the prevalence of Alzheimer's disease.

Capacities of homes Prevalence of Alzheimer's
involved in research disease in %
) Homes with . Homes with

. Retirement . Retirement .

Region a Special a Special

Homes . Homes )

Regime Regime
South Bohemia 472 191 23% 88%
South Moravian 236 413 6% 73%
Karlovy Vary 370 280 15% 77%
Hradec Kralové 358 367 17% 90%
Liberec 397 341 17% 63%
Moravian-Silesian 326 297 4% 60%
Olomouc 505 220 9% 89%
Pardubice 484 622 8% 58%
Plzeni 315 258 10% 82%
Prague 633 398 19% 97%
Central Bohemian 368 307 30% 85%
Usti nad Labem 346 537 28% 62%
Vysocina 829 530 20% 80%
Zlin 401 167 9% 77%
Total sum 6,040 4,928 16% 78%

3.1. Limitations

A factor that may misrepresent the data obtained could be the unwillingness to communicate the real
disease rate data at Retirement Homes, where patients with Alzheimer's disease should not be placed
at all by law. However, after face-to-face interviews with home managers, we believe that this factor
will have little effect on the end results.

Another limitation of our methodology is the fact that the words “dementia” and “Alzheimer's
disease” are often considered synonymous, and therefore it is difficult to strictly separate Alzheimer's
disease from dementia. It is therefore possible that even when we specifically asked about the
occurrence of Alzheimer's disease, the interviewee did not necessarily know exactly how many people
in their facility had dementia and how many had Alzheimer's disease.

4. Discussion

The observed prevalence rate of AD by our methodology is lower than expected in both RH and HSR.
Compared to the study by Hana Vankova (2013), which declares about 70% prevalence rate in
Retirement Homes and 90% prevalence rate in Homes with a Special Regime, our results surprisingly
point to 16% prevalence rate in RH and 78% in HSR. Compared to the mentioned study, the sample
used here is more than ten times larger. The study by Hana Varikova includes 626 persons from HSR
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and 351 from RH, whereas this study included a sample of 6,040 beds from RH and 4,928 beds from
HSR.

Table 6. Comparing the prevalence of Alzheimer's disease in DS and DZR, according to Varikova’s
2014 study and the results of our study.

Retirement homes Nursing homes
Varnkova (2013) 70% 90%
Research according to our 16% 789%
study

5. Conclusions

Research on the prevalence of AD showed a 78% prevalence rate in Homes with a Special Regime and
a 16% prevalence in Retirement homes. For the Czech Republic, this may represent 5,139 clients in RH
and 15,784 in HSR (Table 7), which in total makes up 20,921 people with Alzheimer's who are staying
in social homes.

Table 7. Estimated number of clients with AD at social homes in the Czech Republic.

. Homes with a Special
Retirement Homes P

Regime
Total capacities in the
2,121 2 1
Czech Republic 32 035
Preval f Alzheimer'
revalence of Alzheimer's 16% 789%
disease
Estimated ber of
stimated number o 5139 15,874

clients with AD

According to studies presented by the Czech Alzheimer Society (Matl et al. 2016), an estimated 183,000
people will suffer from dementia/Alzheimer's disease in 2020. According to the results of our study,
approximately 21,000 patients are in Retirement homes and Homes with a Special Regime. When these
two figures are subtracted, we get 162,000 patients in the Czech Republic who are suffering from
dementia/Alzheimer's today, but who are not placed in any type of Social home.

Where are the remaining 162,000 patients suffering from dementia/Alzheimer's disease? These
people are still at home, which puts a lot of pressure on families who have an AD relative in their circle
and take care of them at home. Furthermore, where will be these patients placed when their condition
inevitably worsens?

RH and HSR capacities are almost 100% filled and waiting lists are long. 61,000 applicants are
waiting for placement in Retirement homes and 22,000 are waiting for placement in Homes with a
Special Regime (Novak 2018). These figures indicate an insufficient bed capacity of these Social homes.
Despite the possibility of duplicate records, when one person is simultaneously on the waiting list for
multiple social homes, these numbers are alarming.
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Abstract: The aim of this article is to analyze health care expenditures in Czech Republic and in states
of Visegrad Group and Germany as a comparison. Correlation analysis with significance testing and
time series prognosis will be used. Data for analysis were obtained from Eurostat and OECD.
Correlation coefficients for health care expenditures and GDP per capita were calculated for
individual states of the Visegrad Group and for comparison of Germany. Most correlated are these
variables in Poland, where computed value is 0.9905, which is very closed to one. It means, that trend
of heath care expenditures and GDP per capita is almost the same. Subsequently, prognosis of heath
care expenditures was carried out in the Czech Republic, which showed a further increase in health
care expenditures by 2028, which corresponds to the demographic and economic trend. There is a
similar trend in other analysis countries.

Keywords: health care expenditures; costs; correlation analysis; GDP; prognosis

JEL Classification: 115, H51, E60, C35

1. Introduction

Health care expenditure is a widely discussed issue in most countries in the European Union.
Health protection is one of the most important topics of social policy of each EU countries (Giammanco
and Gitto 2019). In recent years there has been a steady increase in healthcare expenditure. There is
also an increase in life expectancy, which has a significant impact on health spending (Krabbe-
Alkemade et al. 2020; Fraczkiewicz-Wronka et al. 2019). The health harm from pollution (air, water,
etc.) leads to increased healthcare expenditures (Apergis et al. 2020; Giannakis et al. 2019; Cincinelli
and Martellini 2017; Szemik et al. 2019). Polluted air is the cause of health and economic losses (Dziku¢
et al. 2019; Piwowar and Dziku¢ 2020).

Health systems are organized and funded in different ways in EU Member States. Finding the
best universal access to quality health care at an affordable price, both for individuals and for society
in general (Azzopardi-Muscat 2015; Kosycarz et al. 2019; Rechel 2019). It is generally regarded as a
basic need; moreover, this is one of the common values and principles of EU health systems (Eurostat
2019).

Healthcare expenditure relative to GDP was 9.9% in the European Union in 2016. France and
Germany had the highest healthcare expenditure relative to GDP in 2016. Romania and Luxembourg
had the lowest healthcare expenditure relative to GDP in 2016 (Eurostat 2019).

In the reference scenario, global health spending was projected to increase from US$10 trillion
(95% uncertainty interval 10 trillion to 10 trillion) in 2015 to $20 trillion (18 trillion to 22 trillion) in 2040.
Per capita health spending was projected to increase fastest in upper-middle-income countries, at 42%
(34-51) per year, followed by lower-middle-income countries (40%, 36-45) and low-income countries
(22%, 17-28). Despite global growth, per capita health spending was projected to range from only $40
(24-65) to $413 (263-668) in 2040 in low-income countries, and from $140 (90-200) to $1699 (711-3423)
in lower-middle-income countries. (Global Burden of Disease Health Financing Collaborator Network
2018).
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Neofytidou and Fountas (2020) find that total life expectancy, male life expectancy, and female
life expectancy have all a positive and statistically significant short-run and the long-run effect on both
total and per capita income. As a consequence, they conclude that health should be considered an
important ingredient of the economic performance of an economy.

Results of Hitiris and Posnett (1992) confirm the importance of GDP as a determinant of health
spending, with an estimated income elasticity at or around unity, but also suggest that OECD countries
should not be regarded as a single, homogeneous group. Hartwig (2008) tests yield robust evidence in
favor of Baumol's theory that health care expenditure is driven by wage increases in excess of
productivity growth. Causality between healthcare expenditure and GDP is mostly bilateral (Amiria
and Venteloub 2012). Devlin and Hansen (2010) tested that for some of the 20 OECD countries tested
it appears that health care expenditure Granger causes GDP, and vice versa for others. Utilizing
Granger Causality within the framework of a panel cointegration model, Mehrara and Musai (2011)
findings suggest that there is strong causality running from GDP and oil revenues to health
expenditure with no feedback effects from health to GDP for oil exporting countries. Hedvicakova and
Pozdilkova (2019) shown dependence of health expenditure of households on their income.
Hedvi¢dkova and Pozdilkova (2018) verified by correlation analysis the dependency health
expenditure of individual households and GDP in Czech Republic between 2010 and 2017.

2. Methodology

Health spending measures (according to OECD 2020a) the final consumption of health care goods
and services (i.e. current health expenditure) including personal health care (curative care,
rehabilitative care, long-term care, ancillary services and medical goods) and collective services
(prevention and public health services as well as health administration), but excluding spending on
investments. Health care is financed through a mix of financing arrangements including government
spending and compulsory health insurance (“Government/compulsory”) as well as voluntary health
insurance and private funds such as households’ out-of-pocket payments, NGOs and private
corporations (“Voluntary”). This indicator is presented as a total and by type of financing
(“Government/compulsory”, “Voluntary”, “Out-of-pocket”) and is measured as a share of GDP, as a
share of total health spending and in USD per capita (using economy-wide PPPs).

Gross domestic product (GDP) is the standard measure of the value added created through the
production of goods and services in a country during a certain period. Real gross domestic product
(GDP) is GDP given in constant prices and refers to the volume level of GDP (OECDDb).

The aim of correlation analysis is to determine the strength of linear dependence between
quantities. Then a zero correlation coefficient means that the quantities are independent. If the
assumption of two-dimensional normality is not satisfied, the zero value of the correlation coefficient
cannot be inferred more than that the quantities are uncorrelated. The closer the relationship between
the two variables, the closer the absolute value of the correlation coefficient is to one. Negative
correlation coefficients express indirect correlation (with increasing values of one variable the values
of the other variable decrease).

Significance of correlation coefficient can be verified using significance test of the correlation

.. T n-2 . . . .. .
coefficient. The test statisticis T =r /m ,if |T| = t,;_5 0975, time series are similar in character over

a given time period.
Data for statistical analysis were from OECD. Used algorithms were implemented in software
MATLAB, version R2013b.

3. Results

3.1. Correlation analysis

In this article correlation coefficients will be calculated, and their significance will be verified
n-2
1-r2 °

using significance test of the correlation coefficient, where the test statistic T =r
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If|IT| = t13-20975 = t11,0975 = 2.20, series have a similar trend.

13-2
—r2

From the given relation we calculate correlation coefficient r: 2.20 <r
2 (2 2)2
\/1— Vo i

(22)% < =1.4593 = |r| > 0.8612

We will compute correlation coefficients for health care expenditures and GDP per capita in years
2005-2018 in countries of Visegrad Group. Correlation coefficients for these countries are following;:

e  Czech Republic 0.9646;
e  Slovak Republic 0.9390;
e  Hungary 0.9252;

e  Poland 0.9905.

All these values are greater than calculated r, so all countries of Visegrad Group have the same
trend of growth of health care expenditures and GDP. Most correlated are these variables in Poland,
where computed value is 0.9905, which is very closed to one.

Following Figure 1 and 2 show similar trends of health care expenditures and GDP per capita in
V4 countries.
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Figure 1. GDP in US dollars/capita for Visegrad group in 2005-2018.

Health care expenditures are growing fastest in the Czech Republic. The lowest cost of health
expenditure is in Poland in the years 2005-2016. Since 2017, however, the growth of health expenditure
in Poland has stagnated. However, the expenditure for health in Poland is in fact too little. Health care
costs are the lowest in Hungary since 2017 (see Figure 2).

The trend in GDP expenditure (see Fig. 1) in the Czech Republic can be observed. In 2008,
economic growth came to a halt and the financial and subsequently economic crisis started. The
following year, GDP values declined. Since 2013, there has been economic growth and economic
recovery in the Czech Republic, which resulted in a rise in GDP values and a decline in the
unemployment rate.
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Figure 2. Health spending of the Visegrad Four in US dollars/capita in 2005 — 2018.
In opposite of these results is correlation coefficient between Health care expenditures and GDP

of Germany, which is 0.3388, so these variables are not correlated and trends of development of GDP
and Health care expenditures are not significantly similar. It can be seen on following Figure 3.
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Figure 3. GDP (US dollars/capita) in the Germany in 2005 2018.

Health care costs are rising continuously in Germany (see Figure 3). Germany has the second
highest expenditure on health care in relation to GDP in the European Union. The share of health
expenditure in relation to GDP was 11.1% in 2016. Germany has the highest expenditure on health in
the whole European Union. Expenditure on health in 2006 totaled EUR 242,121 million and in 2016
totaled EUR 351,701 million. The change between 2006 and 2016 is EUR 109,580 million in Germany.
The second largest expenditure on health was France € 257,194 million in 2016. The change between
2006 and 2016 was only € 65,781 million in France. However, the share of health expenditure in GDP
in 2006 and 2016 was the highest in France: 11.5%.

GDP development in Germany (see Figure 3) is also the same as in the Czech Republic. GDP
growth stopped in 2008 and the economic crisis followed, but it was shorter than in the Czech Republic.
In Germany, there was a faster recovery and economic growth.
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Correlation coefficients were calculated for individual states of the Visegrad Group and for
comparison of Germany. Germany was chosen because it has the highest healthcare expenditure from
the European Union and is the dominant trading partner for the Czech Republic. On the foreign trade
turnover of the Czech Republic, Germany participates in more than 29%.

3.2. Prognosis of heath care expenditures in the Czech Republic

Prognosis of heath care expenditures in the Czech Republic is following (similar growing trend
will have all states of Visegrad Group).

Table 1. Prognosis of health care expenditures (in US dollars/capita) in the Czech Republic.

Year Prognosis Confidence — lower bound Confidence — upper bound
2010 2001,1

2011 2041,9

2012 2090,5

2013 2448,5

2014 2564,6

2015 2545,5

2016 2627,7

2017 2850,4

2018 3057,6 3057,6 3057,6
2019 3315,6 3204,0
2020 3301,7 3176,9
2021 3433,5 3283,2
2022 3560,5 3373,2
2023 3870,7 3637,1
2024 4126,7 3839,2
2025 4112,8 3765,2
2026 4244,6 3831,4
2027 4371,6 3888,0
2028 4681,8 4123,5

According to the forecast (see Table 1 and Figure 4), the growing trend in health expenditure will
continue until 2028. This forecast reflects the economic situation as the population in the Czech
Republic is aging. Average life expectancy increases.

Next graph shows prognosis of health care expenditures for years 2019-2022. Graph includes also
lower bounds and upper bounds for this prognosis.
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Figure 4. Prognosis of health care expenditures (in US dollars/capita) in the Czech Republic.

For comparison is the same graph prognosis of health care expenditures for years 2019-2022
computed also for Germany. Figure 5 includes also lower bounds and upper bounds for this prognosis.
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Figure 5. Prognosis of health care expenditures (in US dollars/capita) in Germany.

Regarding to the development of health expenditure in Germany in the years 2005-2018, the
prognosis of further development of health expenditure is increasing. This forecast corresponds to
GDP development and the current economic situation.

4. Discussion

According to the forecast of the development of health care expenditures, further growth will
occur in the following years. The question to be discussed is how this growth in health care
expenditure will also be affected by the aging of the population that occurs in the countries surveyed.
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An aging population is also pointed out by (Simmons 1986), which states that the increase in the elderly
population has increased the demand for geriatric medicine.

Lambo (1993) attempts to bring into focus the linkages between the economy and the health sector
and the proffer to policy makers and planners, what should be done in the future to minimize the
negative impact of macro and sectoral policies on health.

Another important aspect influencing the development of health care expenditures will be
medical technology and healthcare innovation. The advent of the fourth industrial revolution Industry
4.0 will also be reflected in medicine. Hedvicakova and Kral (2019) examined the impact of the
Industry 4.0 initiative on individual sectors and the unemployment rate. Raftery and Powell (2013)
identify features that might be of value to other health systems as they confront the challenges of rapid
innovation and rising costs. Hedvicakova and Svobodova (2015) deals with the economic situation in
the Visegrad countries. The Czech Republic has good economic conditions for further GDP growth,
but it is a small open economy. Its economic situation is influenced by the economic situation in
Germany.

Another issue to discuss is the correct measurement of healthcare costs. For example, Kral and
Hajek (2018) analyzed the cost expression.

5. Conclusions

The Czech Republic has the highest expenditure on health care from the Visegrad Group. It also
has the highest GDP growth. Slovakia is second in terms of both health expenditure and GDP growth.
Poland and Hungary have had similar health care expenditures over the past two years. They also
achieve similar results in terms of GDP. Hungary is ranked 18th in the ratio of health care expenditure
relative to GDP ratio from the EU countries in 2016. The Czech Republic ranked two positions less,
with a ratio of health care expenditure relative to GDP of 7.1%. Slovakia has the same ratio. Poland has
healthcare spending relative to GDP of 6.5% in 2016. Latvia, Luxemburg and Romania are only behind
Poland. Romania has the lowest proportion of healthcare expenditure across the European Union: only
5%.

According to the forecast, health care expenditure is expected to grow in the coming years.
Demographic developments confirm this forecast. Overall, the population of the Czech Republic has
been growing over the long term. The population is aging. The highest increases in the population are
concentrated in the age group 65+. In 2018, over 58,000 people moved to the Czech Republic, most in
the last ten years. The balance of foreign migration is usually positive in the Czech Republic. A similar
trend in the growth of health care expenditures is in other Visegrad countries.

The correlation coefficients for health care expenditures and GDP per capita was calculated for
states of the Visegrad Group and Germany in years 2005-2018. All of these values are larger than
computed coefficient for testing significance of correlation, so the trend of growth in health care
expenditure and GDP is similar. Most correlated are these variables in Poland, where the computed
value is 0.9905, which is very closed to one. Thus, the trend of heath care expenditures and GDP per
capita in Poland is almost the same. For comparison was the correlation coefficient computed also in
Germany, where is smaller than coefficient for testing significance of correlation. It means, that trends
of heath care expenditures and GDP per capita in Germany are not similar.

All computed results are illustrated by graphs, that confirm the results.

Acknowledgments: The paper is supported by the project of Technological Agency of the Czech Republic,
TL01000300 Treatment and care of people with Alzheimer's disease - economic burden in the context of the
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Abstract: This article deals with the optimal value of current ratio. The paper originated in response
to two contradictory statements. The first one states that working capital should be positive, i.e. that
current assets are higher than current liabilities. The second statement states that current assets
should be paid from short-term sources and fixed assets from long-term sources. This would mean
that current assets should be equal to current liabilities. The dependence of current ratio on business
success expressed by indicators of profitability — return on assets (ROA) and return on equity (ROE)
— was measured on a sample of over four thousand Czech companies. It has been found that for
companies with inventory, the ROE rises up to the value of current ratio of 2.5, although the growth
rate decreases with increasing liquidity, which means that it is more advantageous for them to have
positive working capital, where the amount of assets exceeds the current liabilities 2.5 times. The
dependences regarding the ROA and for companies with no inventory cannot be generalized
according to the conducted research.

Keywords: current ratio; working capital; profitability

JEL Classification: G32

1. Introduction

The article deals with research of current ratio as a ratio of current assets to current liabilities. On
the one hand, it is stated that the ratio of current assets to current liabilities would be about 2, i.e. more
precisely in the range of 1.5-2.5 (Altman 1993; Hrdy and Krechovska 2013; Meritum 2007), i.e. that
working capital, defined as the difference between current assets and current liabilities, should be
positive, or even that current assets should be double the current liabilities. On the other hand, there is
the well-known golden rule of financial management that current assets should be covered by short-term
resources and fixed assets by long-term sources (Brealey 2000; Brealey and Myers 1996; Myers and Rajan
1998; Myers 2001; Fazzari and Petersen 1993), therefore, current assets should be equal to short-term
sources. Permanent current assets are an exception, for example a certain level of inventory which should
be financed by long-term sources (Jindfichovska 2013), but this type of assets certainly cannot have a
major impact in today's globalized world of just-in-time supplies. It follows from the foregoing that the
question is whether it is more profitable for an undertaking to comply with the rule of appreciably
positive working capital, where the ratio of current assets is twice the current liabilities or whether
equality of current assets and current liabilities is more favourable.

Jindrichovska (2013) states that a company can reduce a risk of insolvency (low liquidity) only by
reducing profitability and vice versa, because funds bound in current assets yield no or little return.
Quasim and Ramiz (2011) and Quicklons (2011) also suggest that there is a trade-off between liquidity
and profitability. Kubenka (2015) states that liquidity ratios may conflict with other key financial ratios.
They can show antagonistic indices on the financial health of an analysed entity. For example, there may
be a conflict between a low level of liquidity ratios with a high asset turnover ratio or a high profitability.

Kim et al. (1998) believe that optimal investment in liquidity is increasing in the cost of external
financing which empirical tests on a large panel of U.S. industrial firms supported. This would mean that
current assets should be financed from internal sources, which are essentially all of a long-term nature,
which would deny the balance between current assets with short-term sources and fixed assets with
long-term sources.
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2. Methodology

This research has been developed because of fundamental discrepancies among the basic rules of
financial management. It should show which approach to working capital size management is more
profitable for a company. This means that the level of current ratio at which business profitability
increases will be examined. Based on the findings, it will be deduced whether the equality of short-term
current assets and liabilities is more favourable or whether the current assets should be about twice the
current liabilities. In connection with this, the following hypotheses are set:

e Hla: For a company with inventory, it is more profitable to adhere to the principle of equality of
current assets and current liabilities in terms of profitability expressed by Return on Assets.

e  Hib: For a company with inventory, it is more profitable to adhere to the principle of twice as
high of current assets as current liabilities in terms of profitability expressed by Return on Assets.

e  H2a: For a company with inventory, it is more profitable to adhere to the principle of equality of
current assets and current liabilities in terms of profitability expressed by Return on Equity.

e  H2b: For a company with inventory, it is more profitable to adhere to the principle of twice as
high of current assets as current liabilities in terms of profitability expressed by Return on Equity.

The basic sample for research includes 3,907 Czech companies, which account for inventory,
i.e. they have all three components of current assets — stocks, receivables and money. For these
companies, profitability is examined in 2018 depending on current ratio.

The secondary research involves 760 companies, which do not account for inventory, i.e. their
current ratio is identical to the quick ratio, as current assets consist only of receivables and money. Thus,
one component of current assets is missing, which also affects the amount of working capital and,
potentially, the relationship of profitability to current ratio. These companies are therefore examined
separately and the following hypotheses are verified:

e  H3a: For a company with no inventory, it is more profitable to adhere to the principle of equality
of current assets and current liabilities in terms of profitability expressed by Return on Assets.

e  H3b: For a company with no inventory, it is more profitable it is more profitable to adhere to the
principle of twice as high of current assets as current liabilities in terms of profitability expressed
by Return on Assets.

e  H4a: For a company with no inventory, it is more profitable to adhere to the principle of equality
of current assets and current liabilities in terms of profitability expressed by Return on Equity.

e  H4b: For a company with no inventory, it is more profitable to adhere to the principle of twice as
high of current assets as current liabilities in terms of profitability expressed by Return on Equity.

The hypotheses with the letter “a” are intended to confirm the advantage of the principle of
equality of current assets and short-term sources. The hypotheses with the letter “b” are intended to
confirm the advantage of the principle of twice as high of current assets as current liabilities.

The data on current assets, current liabilities and profitability are taken from the data from
the financial statements in the Commercial Register. Profitability is measured using both the most
important indicators Return on Assets and Return on Equity (Kabajeh et al. 2012).

The data are examined using linear regression dependence:

y=ax+b, €))]

where y is profitability and x is current ratio. Direct or indirect dependence and its strength is
determined by the coefficient “a”. The coefficient “b” is an intercept.

Current ratio is examined in ranges. The first range is 0-0.4, which corresponds to the recommended
cash position ratio values. The second range is 0.5-0.7, followed by a range corresponding to the quick
ratio of 0.8-1.2, with current assets (approximately) equal to current liabilities. Other ranges are current
ratio at levels of 1.3-1.5 and 1.6-2.5. The range 1.6-2 is the level at which the recommended value for
current ratio is found, i.e. where current assets are approximately twice as high as current liabilities. The
last range is a current ratio of more than 2.5.

It follows from the above that the hypotheses are determined by the current ratio ranges for values
of 0.8-1.2 (for Ha hypotheses) and 1.6-2.5 (for Hb hypotheses).
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3. Results

The progression of the function of dependence of profitability on current ratio is interesting for
the sample of companies that account for inventory. On the contrary, the overall dependence is
uncertain for the function of samples of companies not accounting for inventory.

3.1. Results for companies with inventory

This subchapter presents the results of the calculated dependences summarized in Table 1
and further confirms or rejects the hypotheses H1 and H2.

As already mentioned, linear regression dependence (1) is investigated to determine whether the
coefficient “a” is positive, expressing direct dependence, or negative, expressing indirect dependence.
Furthermore, based on the magnitude of this coefficient, it is estimated whether the dependence curve
is flatter or steeper, with a flatter curve showing low sensitivity to the change in current ratio, while
a steeper curve reflecting a stronger dependence of profitability on the change in current ratio.

Table 1. Dependence of profitability on current ratio (companies with inventory).

Current Ratio Coefficient “a” for Coefficient “a” for ROE
Range ROA
0-0.4 0.0497 0.0590
0.5-0.7 0.0099 0.0321
0.8-1.2* 0.0048 0.0217
1.3-1.5 0.0115 0.0013
1.6-2.5* 0.0053 0.0010
More than 2.5 -0.0010 -0.0062

“ Ranges for testing hypotheses

Concerning the hypotheses, the following confirmations or rejections are expressed from the
observed dependences:

e Hla: For a company with inventory, it is more profitable to adhere to the principle of equality of
current assets and current liabilities in terms of profitability expressed by Return on Assets. In the
range where current assets approach the equality of long-term liabilities (current ratio is in the
range of 0.8-1.2), the ROA increases. The value of the coefficient “a” is 0.0048, which is less than
in the current ratio range 1.6-2.5, where the value is 0.0053. The hypothesis Hla is rejected.

e  Hib: For a company with inventory, it is more profitable to adhere to the principle of twice as
high of current assets as current liabilities in terms of profitability expressed by Return on Assets.
In the range where current assets amount to twice current liabilities (current ratio is in the range
of 1.6-2.5), the ROA also increases. The value of the coefficient “a” is 0.0053, which is more than
in the current ratio range of 0.8-1.2, where the value is 0.0048. The hypothesis H1b is confirmed.

e  H2a: For a company with inventory, it is more profitable to adhere to the principle of equality of
current assets and current liabilities in terms of profitability expressed by Return on Equity. In
the range where current assets approach the equality of long-term liabilities (current ratio is in
the range of 0.8-1.2), the ROE increases. The value of the coefficient “a” is 0.0217, which is more
than in the current ratio range of 1.6-2.5, where the value is 0.0010. The hypothesis H2a is
confirmed.

e  H2b: For a company with inventory, it is more profitable to adhere to the principle of twice as
high of current assets as current liabilities in terms of profitability expressed by Return on Equity.
In the range where current assets exceed twice long-term liabilities (current ratio is in the range
of 1.6-2.5), the ROE indicator increases. The value of the coefficient “a” is 0.0010, which is less
than in the current ratio range of 0.8-1.2, where the value is 0.0217. The hypothesis H2b is rejected.
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3.2. Results for companies with no inventory

This subchapter presents the results of the calculated dependences summarized in Table 2 and

further confirms or rejects the hypotheses H3 and H4.

Table 2. Dependence of profitability on current ratio (companies with no inventory).

Current Ratio Coefficient “a” for Coefficient “a” for ROE
Range ROA
0-0.4 0.0028 -0.1556
0.5-0.7 0.0309 -0.3223
0.8-1.2* -0.0067 0.1005
1.3-1.5 0.0640 -0.0501
1.6-2.5% 0.0422 0.0207
More than 2.5 0.0192 0.0054

“ Ranges for testing hypotheses

Concerning the hypotheses, the following confirmations or rejections are expressed from the

observed dependences:

H3a: For a company with no inventory, it is more profitable to adhere to the principle of equality
of current assets and current liabilities in terms of profitability expressed by Return on Assets. In
the range where current assets approach the equality of long-term liabilities (current ratio is in
the range of 0.8-1.2), the ROA decreases. The value of the coefficient “a” is -0.0067, which is less
than in the current ratio range of 1.6-2.5, where the value is 0.0442. The hypothesis H3a is rejected.
H3b: For a company with no inventory, it is more profitable it is more profitable to adhere to the
principle of twice as high of current assets as current liabilities in terms of profitability expressed
by Return on Assets. In the range where current assets amount to twice current liabilities (current
ratio is in the range of 1.6-2.5), the ROA increases. The value of the coefficient “a” is 0.0422, which
is more than in the current ratio range of 0.8-1.2, where the value is negative -0.0067. The
hypothesis H3b is confirmed.

H4a: For a company with no inventory, it is more profitable to adhere to the principle of equality
of current assets and current liabilities in terms of profitability expressed by Return on Equity. In
the range where current assets approach the equality of long-term liabilities (current ratio is in
the range of 0.8-1.2), the ROE increases. The value of the coefficient “a” is 0.1005, which is more
than in the current ratio range of 1.6-2.5, where the value is 0.0207. The hypothesis H4a is
confirmed.

H4b: For a company with no inventory, it is more profitable to adhere to the principle of twice as
high of current assets as current liabilities in terms of profitability expressed by Return on Equity.
In the range where current assets exceed twice long-term liabilities (current ratio is in the range
of 1.6-2.5), the ROE increases. The value of the coefficient “a” is 0.0207, which is less than in the
current ratio range of 0.8-1.2, where the value is 0.1005. The hypothesis H4b is rejected.

3.3. Summary of hypothesis testing results

For both types of companies (both with and without inventory), the growth rate of ROA was

found to be higher in current ratio in the range of 1.6-2.5 than in the range of 0.8-1.2. By contrast, the
growth rate of ROE is higher in the current ratio range of 0.8-1.2 compared to the range of 1.6-2.5.

4. Discussion

From the above it can be stated that the ROA and ROE indicators achieve different results in the

current ratio ranges. The profitability of equity increases when inventory, receivables and money are
approximately equal to current liabilities. Conversely, with higher working capital, the growth rate of
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this indicator declines. On the other hand, the return on assets increases more with significantly
positive working capital.

It is generally stated that profitability decreases with greater liquidity. According to the research
conducted, this relationship applies to current ratio of more than 2.5. In companies with inventory, the
indicator of profitability of equity increases in all monitored ranges and decreases only in the last
range. In Table 1, it is clear how the growth rate of ROE profitability with higher ranges is decreasing,

but profitability is still increasing. It is no longer increasing in the current ratio range of more than 2.5,
where it is decreasing.

0,07
0,06
0,05
0,04

0,03

Coefficient "a"

0,02

0,01

0-0,4 0,5-0,7 0,8-1,2 1,3-1,5 1,6-2,5 mQre than
25
-0,01
Current ratio

Figure 1. The curve of dependence of ROE profitability expressed by coefficient “a” at the level of
current ratio (on the sample of companies with inventory).

Figure 1 shows this trend. Growth rate of the ROE indicator declines steeply between the current
ratio ranges 0-0.4, but the growth of this indicator continues up to the range of 1.6-2.5, or the ROE

growth in this range is almost zero. With current ratio above 2.5, profitability of equity of ROE is
declining.

5. Conclusions

The indicator of profitability of ROE equity is more sensitive to current ratio changes. It is found
that ROE profitability declines only after exceeding the current ratio limit of 2.5. In this case, the
additional unit of working capital no longer generates added profit for a company. The claim that the
higher the liquidity, the lower the profitability is therefore refuted, or adjusted. Profitability for
companies with inventory expressed by the ROE indicator is increasing up to the level of current ratio
of 2.5, although at a slower pace. Thus, if a company with inventory moves at the current ratio levels
of up to 2.5, it will continue to increase its return on equity, faster in the lower ranges of current ration,
slower in the higher ranges.

Regarding the ROA profitability indicator and the sample of companies with inventory, it cannot
be stated that there is a dependence in terms of current ratio, as well as in companies with no inventory.
In this case, it can only be stated that the growth rate of ROA is higher with current ratio in the range
of 1.6-2.5 than in the range of 0.8-1.2. By contrast, the growth rate of ROE is higher in the current ratio
range of 0.8-1.2 compared to the range of 1.6-2.5.
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The following recommendation follows from the above that current ratio of up to 2,5 is favourable for
companies with inventory, as the return on equity increases to this level, and the lower current ratio,
the faster growth of ROE. It is therefore more advantageous for these companies to have positive
working capital, where the amount of assets is 2.5 times the current liabilities.
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Abstract: Social media is probably currently the largest source of human-generated text content. User
opinions, feedback, comments, and criticism points to their mood and sentiment towards different
topics, especially destinations, products or services. The rapid rise in amount of data and constantly
generated content require the need to automate both data acquisition and processing to identify
important information and knowledge. Sentiment analysis provides the opportunity to detect
opinion, feeling and sentiment from unstructured texts on social media. To analyze the sentiment
Machine Learning with Google Natural Language API Client Libraries and Google Cloud SDK
(Software development kit) was used. NTOs (National Tourism Organizations) social media have
been chosen for analysis in which emotional messages can be expected to stimulate potential visitors
to the destination. It was found that all selected NTOs add mostly positive posts and in the sample
of two hundred contributions there are only seven with negative polarity of sentiment. There was a
moderate correlation between customer growth and positive polarity in the contribution. The results
show that creating stable positive descriptions for posts can be one of the key variables for the growth
of the fan base and stimulation of potential visitors.

Keywords: sentiment analysis; national tourism organizations; social media

JEL Classification: O35; M31

1. Introduction

The huge increase in popularity of big data on social media and social media in general makes it
possible for the general public to express their opinions on a wide range of areas such as the state of
the economy, enthusiasm or disappointment with a particular product, or to show pleasure in making
a purchase (Shayaa et al. 2017).

Internet content has changed over the last few years, and so has the distribution of content. The
shift was made possible by new technologies, new media and new communication tools. This change
has led to a massive expansion of social media and a huge increase in short informal messages that are
accessible to the public (Nakov et al. 2016). With the increasing number of different blogs, groups,
forums, and social media as a source of online communication, it is now possible to analyze a huge
amount of data that shows mood and feelings (Lyu and Kim 2016). Properly analyzing this data can
significantly improve business efficiency (Hedvicakova and Kral 2019).

Content on all possible social media is spreading very quickly just because users can freely share
whatever they want. This is one of the reasons why the social media posts may have millions of
reactions in a few days (Yoo, Song, and Jeong 2018). One of the ways marketers are currently trying to
exploit this content and the response of users is sentiment analysis.

Sentiment analysis is the use of natural language processing and text mining to identify and
extract subjective information from source materials, most often texts (Xiang et al. 2017; Alaei, Becken,
and Stantic 2017). Finding these opinions can play a key role in understanding user, consumer or voter
behavior.

This fact has recently brought great interest in analyzing sentiment and gathering opinions mainly
from the text. Most current methods and approaches to sentiment analysis mainly use a number of
positive and negative words in the text to reveal the polarity of sentiment (Dridi and Reforgiato
Recupero 2019).
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Sentiment analysis is used to gather opinions from different types of data (text, video or audio). It
is most often text analysis that is frequently used for different areas of marketing, customer needs and
customer service, including tourism. The mood or relationship of the customer or users in the examined
articles is mainly analyzed by texts such as contributions, ratings and comments.

There are countless opinions on social media that express users' response to events, friend
activities, products, or services. While these messages are short, such as on Twitter, up to 140
characters, the short messages can be used to identify a person's mood and feelings through
classification, sentiment analysis, or machine learning. (Gaspar et al. 2016).

Most of the data available on social media is unstructured (Gaspar et al. 2016). According to them,
approximately 80% of the total data in the world is unstructured, which makes this data difficult to
analyze and extract valuable information from it.

Two very important techniques that can help detect emotions and opinions from data available on
social media are:

¢ Sentiment analysis
¢ Opinion mining

If the mood and feelings of users are correctly detected, these findings can help solve problems in
many areas such as elections, public opinion, advertising, marketing, healthcare, public satisfaction and,
of course, tourism (Ahmed, Tazi, and Hossny 2015). They highlight, that one of the problems with
sentiment analysis is that sometimes it is difficult to tell from the text what emotion the user is trying to
convey. They further state, that sentiment analysis can also be used to define trust on social media for a
brand or service.

Traditional statistical analyses and methods are not always suitable for big data analysis, precisely
because the data is often unstructured. Methods associated with Big Data analysis unify specific tools to
find similarities and patterns in large volumes of data. These methods include natural language
processing, artificial intelligence, data mining or predictive analysis (Kirilenko et al. 2018).

Social media such as Twitter, Facebook and Chinese Weibo are the ultimate platforms for users
to share comments, experience about a product, service, or even the entire business. Businesses are
constantly trying to expand their offline and online network (Pochobradska and MareSova 2018).
These social media are priceless for those who focus and understand the sentiment of the public (Wang
et al. 2016). The main goal in case of sentiment analysis is to correctly classify user generated content
(usually text) into either positive or negative polarity (Dhaoui, Webster, and Tan 2017). This was the
main impulse for the creation of the sentiment analysis and the subsequent use of this analysis on
social media. Sentiment analysis is an important research field today, which still faces many challenges
due to the typical structure of social media and microblogs. These contributions are typically very
short and full of noise unlike conventional texts such as newspapers (Dridi and Reforgiato Recupero
2019).

It is a bit surprising that even though sentiment analysis is increasingly being used for various
purposes, it does not have as much attention among scientists for the overall use of sentiment analysis
as an online marketing tool (Rambocas and Pacheco 2018). Over the past few years, sentiment analysis
or online feedback have been increasingly used posts. Sentiment analysis uses the principles of natural
language processing to identify attitudes and opinions about a specific product, description, or value.
Thanks to the huge amount of information and data on the Internet, manual evaluation of sentiment
is not a suitable option. Automating the process of collecting and evaluating data is the only practical
solution to determine usable opinion from data available on the Internet. These evaluated data can
then be used to improve decision making. Improved decision-making on sentiment analysis can be
beneficial in many areas including financial market, marketing, e-commerce, politics, law, public
decision-making and tourism.

Sentiment analysis has become a standard component of the social media analysis toolkit of
marketers and customer relation managers in large organizations (Thelwall 2019). For its use from
2014 to 2019, a review study by Drus and Khalid (2019) demonstrates the prevailing lexicon-based
approach. In tourism, the analysis of sentiment in social media is used to research the perception and
evaluation of the quality of tourist services (Airport Service Quality — Martin-Domingo, Martin, and
Mandsberg 2019) and analysis of tourist relations to destinations (Liu et al. 2019). Sentiment analysis
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is also part of research into various features of review sites (e.g. Xiang et al. 2017), where sentiment
analysis could also be used as a tool to detect false reviews (Kauffmann et al. 2019).

2. Methodology

The purpose of this research was to find out which sentiment NTOs use in their posts in social
media and compare this sentiment with followers for the past two years. Facebook was chosen as the
focus social medium because it is the dominant social network and contains the largest number of
companies trying to promote their products and services. All analyzed posts in this work are from the
social network Facebook. NTOs from the countries with the highest visitor numbers of international
tourists were selected. According to UNWTO (2019), the top ten most visited countries in the world in
2018 were France, USA, Spain, China, Italy, Great Britain, Germany, Mexico, Thailand and Turkey.

Of the ten countries selected, Thailand is the only country that does not post on Facebook in
English, and for this reason, another country has been added, namely Australia.

A Google product and library package called Artificial Intelligence and Machine Learning with
Google Natural Language API (Application Programming Interface) Client Libraries and Google
Cloud SDK (Software development kit) was used to analyze sentiment.

Algorithm for sentiment analysis is written in language Python in software PyCharm. The
sentiment analysis goes through the inserted text and identifies the emotional opinion in the text, to
reveal the author's opinion as either positive, negative or neutral. The sentiment analysis determines
what polarity prevails in the text. Output variables from this method are score and magnitude.

The variable score points to the overall emotional state of the inserted text. Magnitude then shows
how much emotional content is present in the text. The higher the magnitude, the usually higher the
number of positive and negative words in the text. The Natural Language API shows the differences
between positive and negative emotions in the selected text, but does not show specific emotions. For
example, "annoyed", "sad" or "disappointed" are considered negative emotions. If the score of the
pasted text is around zero (neutral), it may mean text with a low number of words expressing
emotions, or it may mean mixed emotions with both positive and negative words in the text. Authors
used magnitude values to uncover these cases, as truly neutral documents will have a low magnitude
value, while mixed documents will have higher magnitude values. The example below shows some
sample values and how to interpret them:

e Score 0.9 and magnitude 4.2 (Clearly Positive)

e Score -0.7 and magnitude 3.8 (Clearly Negative)
e Score 0.2 and magnitude 0.1 (Neutral)

e Score 0.0 and magnitude 5.4 (Mixed)

The original research plan consisted of analyzing the posts that are a clickable article (that is, not
to analyze posts that are a video or image) and the text on the social media for the post, and then re-
analyzing the sentiment in the article after clicking the post. After examining hundreds of
contributions from selected NTOs, this procedure has been changed to study text on social media only,
since most NTOs did not add ten posts in 2019 as an article. They focus mainly on photos and videos.

The text used to analyze sentiment will be twenty posts from each Facebook social network for
each national tourism organization (these posts are usually shared in the same form on Twitter). The
text used on social network will be analyzed. Total of 200 posts from 10 selected NTOs will be tested.
Every character from post will be analyzed. Only links will be excluded from the sentiment analysis
as they have no value for this test.

The following research question will be asked: Does the polarity of sentiment analysis affect
subscriber growth on social media?

Pearson correlation in statistical software IBM SPSS Statistics will be used for statistical analysis.

3. Results

To determine the sentiment used in selected national tourism organizations, a total of 200 posts
were analyzed. Analyzed was text attached to post on social media. Posts were selected using the
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random selection method from all posts inserted in 2019 and are mostly image or video posts. These
200 posts were selected from a total of almost 2,500 uploaded posts.

One very positive, very negative and neutral short text will be presented to demonstrate the
functionality of the algorithm.

Clearly Positive

Text: "The product is amazing! It solved my problem and I highly recommend it!"

Output: Sentiment: 0.9, magnitude 1.9

Clearly Negative

Text: “The movie was awful, the performances were terrible, and even the music was not very
good.”

Output: Sentiment: -0.9, magnitude 1.8

Neutral

Text: “The book is well written even though it has weaker passages, the main character is
awesome too.”

Output: Sentiment: 0.0, magnitude 0.0

The table below shows the selected countries with the largest number of international tourists and
their number of fans as of 31¢t of December 2017 (column titled "Subs. in 2017"), followed by the number
of their fans as of 31st of December 2019 (column titled "Subs. in 2019). The column labeled "Increase”
shows the increase in the number of fans over the last two years. “Score” and “Magnitude” show the
average sentiment of the twenty posts on Facebook in 2019 and the column "Char." shows the average
number of characters in the post, including spaces of those twenty posts.

Table 1. Number of subscribers and sentiment of the posts for selected NTOs.

Country Subs. in 2017 Subs. in 2019 Increase Score  Magnitude Char.
France 1,526,227 1,989,406 30% 0.58 1.12 105
Turkey 5,299 6,562 24% 0.75 0.88 227
China 23,524 27,869 18% 0.38 0.98 170

Germany 2,339,192 2,749,899 18% 0.48 1.22 154

Australia 7,612,922 8,343,652 10% 0.27 0.67 139

Italy 448,994 491,709 10% 0.62 1.30 208
Mexico 5,161,340 5,495,632 6% 0.47 0.69 108
USA 6,457,274 6,763,487 5% 0.44 1.74 233
Spain 1,745,456 1,816,522 4% 0.43 0.92 166
Great Britain 3,316,366 3,383,393 2 % 0.49 0.80 108

The table shows that all selected NTOs add positive polarity contributions on average. Of the two
hundred contributions analyzed, only seven had negative polarity. Specifically, one weak negative
contribution for Spain with a polarity of -0.1, two negative contributions for China with a polarity of -
0.2, one negative contribution for Mexico with a polarity of -0.4, one negative contribution for Turkey
with a polarity of -0.1, and two negative contributions for Australia with polarity -0.3 and -0.1.

Average of sentiment analysis score is 0.49 and average of magnitude is 1.03 across all analyzed
200 posts and all NTOs.

France had the highest fan growth over the last two years, with an increase of 30% and a sentiment
value of 0.58, which is above average. In the second place in the growth of the number of fans is Turkey
with an increase of 24% over the last two years and an average sentiment value of 0.75, which is also
above average.

Other findings when examining posts include that each NTO has its own style of posting and is
more or less adhering to it. For instance, France will never forget to put a positive word in its
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contributions, and because of this, the value of sentiment polarity is one of the highest. Social
contributions in the case of France are usually shorter in two lines. In contrast, the US has contributions
longer, often around four lines. Spain posts are in two languages and contain a higher number of
hashtags. China and Australia often make use of social Instagram posts from other users. Italy is very
active on social media and adds several posts per day. On the other hand, Turkey is not so active and
will only add a few posts a month. Great Britain almost always puts emoticons in the post.

Furthermore, the Pearson correlation coefficient for these variables was found, including the
increase in the number of fans over the last two years, sentiment analysis score, magnitude, and the
number of characters in the text, including spaces.

Table 2. Correlation coefficients for increase in fans over the last two years, sentiment analysis score,
magnitude, and the number of characters in the text.

Correlations
Increase Score Magnitude Characters
Increase 1 A51%F .025 -.006
Score 1 .166 .333
Magnitude 1 .593
Characters 1

**. Correlation is significant at the 0.01 level (2-tailed).

The table shows the correlation between the increase in a fan base and the sentiment polarity
value of 0.451. This correlation is referred to as weak to moderate. Sentiment polarity of posts can
therefore be one of the key variables for the growth in the number of social media fans, as this is the
first thing that should interest users. It can also be seen from the correlations that magnitude and the
number of characters in such short texts do not affect the growth of a fan base.

4. Discussion

Social media are, as confirmed by the findings of a number of authors (e.g. Wang et al. 2016;
Dhaoui, Webster, and Tan 2017), intensively used not only in the NTO’s marketing but in majority of
industries. The dominant social medium in the NTOs’ marketing of the ten most visited countries is
Facebook (Hruska and Paskova 2018).

This paper focused on the analysis of sentiment on social media posts and linking the polarity of
sentiment to the growth of the fan base. According to the correlation, it was found that the polarity of
sentiment has moderate influence on the growth in the number of subscribers. Of course, a number of
other factors, such as the quality of posts, the quality of shared images and videos, could influence
subscriber growth. The political situation, nationality, the size of the country, marketing and
investment in tourism are also important (Ahmed, Tazi, and Hossny, 2015; Drus and Khalid 2019).
Nonetheless, this research highlights the importance of the polarity of sentiment in contributions. The
main social network where this research was conducted is Facebook, but NTOs often share posts from
Facebook in the same wording on Twitter and sometimes Instagram (this is consistent with the results
published by Hruska and Paskova 2018). It is therefore possible that the same conclusions will apply
to other social media.

All countries add mostly positive contributions and out of 200 tested contributions only seven
had negative sentiment. Another finding was a moderate correlation between the sentiment value in
the post and the increase in the number of subscribers over the last two years. These findings suggest
that, although the number of fans is certainly influenced by many variables, the sentiment of posts
could play a very important role in the growth of social network accounts.

The method of analysis performed in this work is not suitable for detecting sentiment polarity
from videos, but this is likely to be a development in the future. Social media users usually do not
want to read anything, so there could be another focus on analyzing video sentiment, on YouTube, for
example.
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The limits of this work are that it targets only one factor (text added to social media post and its
sentiment) and does not take into account other factors such as video quality or shared image quality.
Moreover, the analysis was carried out on a relatively small sample of two hundred contributions. The
further research could consist of analyzing a larger amount of posts, including the text inside the post,
after clicking, and thus analyzing sentiment on longer texts in areas other than tourism. It would be
advisable to use a grounded theory approach (Lai, 2015) for further research methodology with
consistent definition of research objectives, type of social media, sample size and results interpretation.

5. Conclusions

This work analyzed the sentiment of social media posts on Facebook for countries (NTOs) with
the most international tourists. The result of this work is finding that there is a moderate correlation
between sentiment and growth in the number of fans of NTOs social media.

Concerning the most successful NTOs as for the increase in subscribers over the last two years on
Facebook, France has the highest subscriber growth (30%) in the last two years, a sentiment score of
0.58, and its average number of characters in the post description is 105. In comparison, the average
sentiment of all selected countries and posts is 0.49. Turkey came second with 24% subscriber growth,
an even higher sentiment value of 0.75, and an average post length of 227 characters. China ranked
third in the number of subscriber growth, with a lower sentiment value of 0.38, and an average post
length of 170 characters, but also a smaller subscriber growth (18%). The research also found that
France has added most of the posts that contain an article among all the selected countries. The other
selected NTOs usually only add a combination of video and pictures. Another finding was that the
last four countries in subscriber increases have less than the average sentiment value. Observation of
accounts of selected NTOs has also revealed that they share user generated content (typically an
Instagram photo or a YouTube fan video) on its social media, especially on Facebook. Selected NTOs
usually add their own text to such posts, and so this factor should not have a big impact on the analysis
in this paper.
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Abstract: During the period of structural adjustment of China's economic development, solving the
problem of environmental pollution has become an urgent need to realize the coordinated progress
of economic development and ecological environment. However, whether the process of
implementing environmental regulation to govern the ecological environment will have an inhibitory
effect on China's economic development has become a key issue that needs to be answered urgently.
Based on the panel data of China's prefecture-level cities and listed companies from 2007 to 2017, this
paper makes an empirical study on the relationship between the environmental regulation of
prefecture-level cities and the development of China's listed companies. The results of mean
regression and quantile regression show that the strengthening of environmental regulation has a
significant positive impact on the total factor productivity of enterprises, and this promotion effect
will gradually improve with the improvement of enterprise production efficiency. Therefore, there is
no contradiction between strengthening the management and protection of the ecological
environment and achieving the phased goal of China's high-quality economic development.

Keywords: environmental regulation; economic development; total factor productivity; listed
companies
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1. Introduction

Since the reform and opening up in 1978, China's economy has experienced rapid growth for
more than 40 years, but this extensive growth is mainly achieved by sacrificing environmental
resources. Therefore, while achieving economic prosperity, it has also brought about serious
environmental problem. The report of the Nineteenth Chinese People's Congress pointed out: "China's
economy has shifted from a high-speed growth stage to a high-quality development stage." High-
quality development is an upgraded version of our country after more than 40 years of high-speed
growth, which requires that the economic quality increase while the number of economies increases.
This is an inevitable requirement for advancing the five new development concepts, breaking the
current stage of economic growth, and realizing the sustainable development of China's economy on
the premise that major social contradictions have changed. From an economic and environmental
perspective, high-quality development is a state where economic development is in harmony with
resources and the environment. Therefore, solving environmental pollution issues has become an
urgent need for China's economic development and ecological environment to advance together. In
March 2019, the second meeting of the Thirteenth National People's Congress of the People's Republic
of China emphasized "all-round strengthening of ecological environmental protection and promoting
the fight against pollution in accordance with law." Therefore, in the period of structural adjustment
of economic development, whether environmental regulations can promote economic development is
a key issue that needs to be solved urgently.

A few scholars have found that environmental regulation will inhibit the improvement of the
quality of economic development and believe that there is an opposite trend between the two
indicators (Greenstone 2014; Lei and Yu 2013; Xu and Qi 2017; Elrod 2017). At the same time, some
scholars have concluded that there is a “inverted N” or “U” nonlinear relationship between
environmental regulation and economic development (Li and Cao 2017, Wang and Feng 2018).
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However, most scholars believe that environmental regulation can have a positive incentive effect on
the improvement of the quality of economic development and further achieve a win-win situation of
environmental protection and economic development (Yuan and Xie 2016; He 2018; Hering 2014; Tong
2019; Wang et al. 2016).

Xie et al. (2012) on the basis of distinguishing China's economically developed areas from the less
developed areas, study shows that in China's economically developed areas, environmental regulation
has a significant positive effect on economic growth, while in the less developed areas this promoting
effect is not significant. Feng (2014) research believes that environmental regulation can promote
China's economic growth, and under different environmental regulation intensity, the degree of
impact of environmental regulation on economic growth is also different. Wu et al. (2016) took 280 key
cities from 1992 to 2009 as the research objects, and took the environmental regulation policy of "two
control areas" implemented in 1998 as a natural experiment. The results show that after the
implementation of this environmental regulation, the per capita GDP and per capita industrial GDP
of the "two control areas" cities have been improved to a certain extent, that is, environmental
regulation has not restricted economic growth, but has achieved a win-win result of environmental
protection and economic growth. Yuan and Xie (2016) based on the empirical research results of
China's provincial panel data from 1999 to 2012 believe that technological progress is the main source
of promoting industrial green total factor productivity growth. Kong Haitao, Yu Qingrui and Zhang
fawn (2019) take 283 prefecture-level cities in China as samples, and the research finds that the
improvement of environmental regulation level is conducive to the promotion of urban productivity,
and this effect shows obvious heterogeneity among cities of different sizes and different innovation
capabilities.

Based on the above analysis, the primary question to be answered in this article is whether the
impact of environmental regulation on the economic development of listed companies in China is a
stimulant or a suppressant. Secondly, will the extent of this impact be limited by the initial enterprise
efficiency?

2. Methodology

The sample interval of this article is from 2007 to 2017, the data used are the operating data of
Chinese listed companies and the environmental regulation data of 283 prefecture-level cities in China.
Among them, the relevant data of listed companies comes from CSMAR Service Center, the prefecture-
level city environmental regulation data comes from the China City Statistical Yearbook (2007-2019).
Due to the lack of data in Tibet, Hong Kong, Macau, and Taiwan provinces, we have deleted the data
of listed companies registered in these provinces. While linear interpolation was used to supplement
a small number of missing values, in order to avoid the influence of outliers on the regression results,
a 1% bilateral tailing process was performed on all continuous variables.

Among them, this article chooses to take total factor productivity(acftfp) as the measure of the
quality of China's economic development (Jin and Shen 2018). Micro-level total factor productivity is
measured mainly by the Olley-Pakes method (OP), Levinsohn-Petrin method (LP), and the ACF
method proposed by Ackerberg et al. (ACF). Among them, the OP method solves part of the problem
of sample selection bias by using corporate investment as a proxy for productivity, and the LP method
uses intermediate inputs to overcome the endogenous problem in the process of estimating Solow
residual value, but because in these two methods labor input is a deterministic function of other
variables, on the one hand, it is impossible to estimate the labor input coefficient, and on the other
hand, there may be multicollinearity problems. With this in mind, using the ACF method to calculate
total factor productivity is a more effective estimate of China's high-quality development. In specific
calculations, this paper draws on the routine practices of Lu and Lian (2012), and uses the operating
income, number of employees, and net fixed assets as the measurement of enterprise output, labor
input, and capital investment. Cash paid for other long-term assets is used as an intermediate input
indicator for the ACF method. Among them, operating income and net fixed assets were deflated using
the ex-factory price index and fixed asset investment price index of the province, city, and autonomous
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region where the registration was located, and the intermediate input index was converted into the
2007 constant price using the consumer price index.

When measuring environmental regulations (enre), taking into account the availability of data
from 283 prefecture-level cities in China, and the one-sidedness of using the single index method and
the evaluation & scoring method, this paper draws on Li and Zou Qing (2018), Dong and Wang (2019)
thesis, using the comprehensive index method to measure the level of environmental regulations in
prefecture-level cities. The specific operations of the comprehensive index method are: first,
standardize the relevant basic indicators of environmental regulation; second, determine the weight
of the basic indicators according to the entropy method, and further calculate the comprehensive index
of environmental regulations based on the weights and standardized values. Based on the existing
literature, this paper selects five basic indexes: industrial sulfur dioxide removal rate, industrial soot
removal rate, comprehensive utilization rate of industrial solid waste, urban domestic sewage
treatment rate, and harmless treatment rate of domestic waste.

In addition, the following control variables are selected in this article: (D The size of the
enterprise (scale) is expressed as the total assets of the company after taking the natural logarithm; @
The purchasing power of the enterprise (purch) is measured by the year-end monetary funds after
taking the natural logarithm; 3)The market value of the enterprise (value) is taken by the market
value of the natural logarithm of the company; @The company's operating capacity (profit) is
characterized by the company's return on assets; ®The employee's salary ratio (hire) is calculated
by the ratio of the listed company's payable employee's salary to the operating cost; ® The
concentration of corporate equity (share) is measured by the sum of the equity ratios of the top three
shareholders of listed companies; @MThe age of the company (age) is calculated by subtracting 1 from
the current year and the year of registration of the company. Among them, the scale of the enterprise,
the purchasing power of the enterprise, and the proportion of employees' salaries are all converted
into constant prices in 2007.

Table 1. Selection of control variables.

Variable Index Measure and calculate
o the total assets of the company after
scale enterprise size . .
taking the natural logarithm
. the year-end monetary funds after taking
purch purchasing power .
the natural logarithm
the market value after taking the natural
value market value .
logarithm
profit operating capacity the company's return on assets

percentage of employee's

hire salary employee's salary/ operating cost*100
share concentration of corporate the sum of the equity ratios of the top
equity three shareholders
age enterprise age current year-year of registration+1
Table 2. Descriptive statistics of variables.
Variable N Mean St. dev Min Max
acftfp 24418 14.1710 0.9486 11.9488 16.8205
enre 24418 1.1534 0.1258 0.4600 1.3500
scale 24418 21.7606 1.2785 19.1928 25.6848
purch 24418 19.8309 1.3838 15.8700 23.6768
value 24418 22.4023 1.1401 19.2275 28.5332
profit 24418 0.0391 0.0564 -0.2072 0.1967
hire 24418 0.0338 0.0535 0.0001 0.3666
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share 24418 49.0248 15.6865 15.8600 85.6400
age 24418 16.4051 6.9806 3 30

3. Results

3.1. Construction of the economic model

Based on the above theoretical analysis ideas, in order to capture the actual impact of
environmental regulations on the quality of economic development, this article builds the following
basic measurement models:

dequalitywj=aotar enrejitf XiwjVotVitvitiwjt
(1D
The set of control variables is:
Xiwj=P1scalewjitfz purchivjrtfs giwjrt e profitivje +Ps hireijt +Ps sharewjrtfr ageiwjt
(2)

Among them, the explained variable dequalityiwt represents the economic quality development
of listed company i in industry w of region j during the t period, which is measured by the total factor
productivity (acftfp) measured by ACF method. enrej: is the core explanatory variable, indicating the
level of environmental regulation in area j at time t. Xiwjt is a set of other control variables that affect
the economic development of an enterprise, including: enterprise scale (scale), enterprise purchasing
power (purch), enterprise market value (q), enterprise operating capability (profit), and employee
compensation (hire) , Corporate equity concentration (share) and corporate age (age). vw, vj, vt are
industry, regional and time dummy variables, respectively, reflecting industry fixed effects, regional
fixed effects and time fixed effects. €iwjt is a random perturbation term. The core coefficient concerned
in this article is a1, and its direction and size reflect the direction and extent of the impact of regional
environmental regulation on the quality of economic development.

The above basic econometric model focuses on examining the impact of environmental
regulations on the quality conditions of economic development, which is essentially a mean regression
and is susceptible to extreme values. In order to accurately characterize the complete statistical
characteristics of the condition distribution and effectively capture the effect of environmental
regulation on the quality of economic development in extreme regions, this paper further constructs
the following quantile regression model:

dequalityiwjt (T)=0 (T)+B1 (T)enrejt+f(t)Xiwjt+ot+eiwjt 3)

Among them, T (0 <t <1) represents the different quantiles of the conditional distribution, which
are 0.1, 0.25, 0.5, 0.75, and 0.9 respectively; the core coefficient fi(t) reveals that the level of
environmental regulation affects economic development at different quantiles. Marginal impact of
quality.

3.2. Results of the benchmark model

In the benchmark regression section, the mixed OLS, fixed effect model, and random effect model
are used to estimate the role and size of the environmental regulation level of Chinese prefecture-level
cities in 2007-2017 on the development of local listed companies. Table 3 is the corresponding
benchmark regression results. Model 1 reports the estimated results of controlling only time effects,
regional effects, and industry effects. Every 1 unit increase in environmental regulation can increase
the listed company's TFP by 0.248, and pass the statistical significance test of 5%. After controlling
other enterprise characteristic variables, each unit of environmental regulation in the prefecture-level
city in Model 2 can significantly change the TFP of listed companies in the region by 0.124. This shows
that after excluding other factors that affect the efficiency of listed companies, the environment the
positive effect of regulation on the high-quality development of enterprises is still significant. Further,
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Model 3 and Model 4 are the estimation results using the individual time double fixed effect model, in
which the estimated coefficients of environmental regulation (enre) are significantly positive at a
confidence level of 1%; Models 5 and 6 report the fitting of random effects after control of time, region,
and industry. The estimated coefficients of environmental regulation (enre) are all positive, but the
coefficients fail to pass the 10% significance when the other factors are not controlled test. Therefore,
this paper concludes that the strengthening of environmental regulations can significantly promote
the development quality of listed companies in China.

Among the control variables, the regression coefficients of enterprise scale (scale), enterprise
purchasing ability (purch), enterprise value (value), enterprise operating ability (profit), equity
concentration (share) and enterprise age (age) are all significantly positive. That is to say, the expansion
of corporate asset scale and monetary capital scale, the increase of corporate market value and return
on assets, and the growth of equity intensiveness and operating life will cause the same factor changes
in the total factor productivity of listed companies. The regression coefficient of the employee's salary
ratio (hire) is significantly negative, indicating that an increase in the ratio of payable employees' salary
to operating costs will inhibit the improvement of corporate efficiency. This may be because an
increase in the proportion of employee compensation means an increase in the labor cost of the
enterprise. While increasing the cost burden of the enterprise, this change will also have a crowding
out effect on the labor demand of the enterprise, which will adversely affect the productivity of listed
companies (Cong and He 2018).

Table 3. Results of the Benchmark Model: Impact of Environmental Regulations on the Development
of Chinese Listed Companies.

Variable Explained variable: total factor productivity of the ACF method
Estimation OLS Fixed effects Random effects
@ @) (3) @ () 6)
enre 0.248** 0.124* 0.728*** 0.544*** 0.0377 0.0927**
(0.116) (0.0664) (0.154) (0.0784) (0.0679) (0.0429)
scale 0.340*** 0.278*** 0.308***
(0.0219) (0.0292) (0.0170)
purch 0.0664*** 0.127%** 0.0292%***
(0.0100) (0.0130) (0.0060)
value 0.0883*** 0.0944** 0.116***
(0.0165) (0.0225) (0.0137)
profit 1.747%% 1.725%% 1.850***
(0.105) (0.123) (0.0822)
hire -4.039*** -4.551%** -3.815%**
(0.175) (0.236) (0.193)
share 0.0023*** 0.0016* 0.0011
(0.0008) (0.0008) (0.0007)
age 0.0113*** 0.0138%*** 0.0098***
(0.0015) (0.0027) (0.0019)
_cons 13.72%% 2.988** 13.33%** 2.658*** 13.91%% 3.929%**
(0.159) (0.155) (0.175) (0.185) (0.126) (0.233)
vi NO NO YES YES NO NO
vt YES YES YES YES YES YES
vj YES YES NO NO YES YES
2 YES YES NO NO YES YES
N 24418 24418 24418 24418 24418 24418
R2 0.200 0.668 0.025 0.595 0.1462 0.6544
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3.3. Results of the quantile regression

The above basic econometric model mainly describes the positive promotion effect of
environmental regulations on the quality of Chinese listed companies' economic development in the
mean range, ignoring their tail status characteristics in extreme regions. Through statistical analysis,
this paper finds that the skewness of total factor productivity of listed companies is 0.40 and the
kurtosis is 3.09, showing a right-side thick tail distribution; while the skewness value of environmental
regulations is -1.29, and the kurtosis value is 5.11, showing a typical Left-left thick-tailed distribution.
In order to characterize the asymmetrical impact of prefecture-level environmental regulation on the
quality of China's listed companies' economic development and effectively capture the tail
characteristics of the TFP distribution of listed companies, this paper next uses quantile regression to
control the time effect and estimates At the 0.1, 0.25, 0.5, 0.75, and 0.9 quantiles, listed companies' high-
quality development of quantile equations affected by environmental regulations. The specific
regression results are shown in Table 4. The fitting coefficients of environmental regulations (enre) are
all significantly positive at a confidence level of 1%, which indicates that the environmental regulations
of prefecture-level cities have a significant positive promotion effect on all quantiles of the quality of
China's economic development. Furthermore, the coefficient estimation of environmental regulation
(enre) at different quantiles is between 0.435 and 0.664, and its magnitude shows an upward trend
with the increase of quantiles, which indicates that increasing environmental regulation in prefecture-
level cities may more strongly promote efficient listed companies to improve development quality. At
the same time, the regression results of most other control variables are consistent with the benchmark
regression results. In a word, environmental regulation has a significant positive impact on China's
economic development at different sub-sites, and its positive promotion effect on highly efficient listed
companies is even stronger.

Table 4. Results of the Quantile regression: Impact of Environmental Regulations on the Development
of Chinese Listed Companies.

Variable Explained variable: total factor productivity of the ACF method
Estimation OR-10 QR-25 QR-50 QR-75 QR-90
(1) (2 3) ) (5)
enre 0.435%*** 0.482*** 0.536*** 0.596*** 0.664***
(0.0610) (0.0436) (0.0367) (0.0515) (0.0808)
scale 0.261*** 0.268*** 0.276*** 0.286*** 0.296***
(0.0172) (0.0123) (0.0104) (0.0146) (0.0228)
purch 0.118*** 0.122%** 0.126*** 0.131*** 0.136***
(0.0087) (0.0062) (0.0053) (0.0074) (0.0115)
q 0.105*** 0.101*** 0.0952*** 0.0892*** 0.0825***
(0.0172) (0.0123) (0.0104) (0.0146) (0.0228)
profit 2.294%** 2.048** 1.767*** 1.453%** 1.101***
(0.132) (0.0945) (0.0797) (0.112) (0.175)
hire -5.072%** -4.846*** -4.589*** -4.302*** -3.981***
(0.141) (0.101) (0.0848) (0.119) (0.186)
share 0.0014*** 0.0015*** 0.0016%** 0.0017*** 0.0018***
(0.0005) (0.0003) (0.0003) (0.0004) (0.0006)
age 0.0027** 0.0075%** 0.0130%*** 0.0191*** 0.0259***
(0.0012) (0.0008) (0.0007) (0.0010) (0.0016)
vt YES YES YES YES YES
N 24418 24418 24418 24418 24418

4. Discussion

In order to answer the key question whether environmental regulation can promote economic
development during the structural adjustment period of China's economic development, this paper
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uses mean regression and quantile regression as experiments to test whether environmental regulation
can promote the development of Chinese listed companies. Compared with the existing research
literature, this article mainly expands the existing research from the following two aspects: First, the
existing literature tends to focus on the impact of environmental regulation on the macro level of
China's economic growth. However, environmental regulation is a policy tool that works by directly
acting on the micro-enterprise of an enterprise. Therefore, to clarify the impact of environmental
regulation on macroeconomic development, we must answer the question whether it can promote the
improvement of corporate productivity. Second, most of the existing literature is based on traditional
mean methods to study the impact of environmental regulation on economic growth. This paper uses
the panel quantile regression method to describe the relationship between environmental regulation
and corporate productivity in different quantiles. The results show that environmental regulation has
a stronger positive promotion effect on high-efficiency listed companies.

Although this article verifies the positive impact of environmental regulations on the economic
development of Chinese listed companies, there are still some key questions that have not been
answered, such as: What are the specific ways in which environmental regulations affect economic
development? Does the role of environmental regulation in promoting economic development differ
in different regions and industries? Therefore, this issue can be further studied in the future.

5. Conclusions

Based on the panel data of China's prefecture-level cities and listed companies from 2007 to 2017,
an empirical study was conducted on the relationship between prefecture-level city environmental
regulation efforts and the development of Chinese listed companies. The empirical results show that
the strengthening of environmental regulations has a significant positive impact on the total factor
productivity of enterprises, and this enhancement will gradually increase with the improvement of
enterprise production efficiency. For this reason, this article puts forward the following suggestions:
Strengthening the governance and protection of the ecological environment is not contradictory to the
phased goal of achieving high-quality development of the Chinese economy. China is currently in a
critical period of transition from the quantity era to the quality era. In the subsequent development
process, it is unwavering to strengthen its determination to protect the environment, further
strengthen environmental governance, put an end to the persistence of the undesirable growth form
of "environment for growth" nationwide, and contribute China's strength to the world environmental
governance.
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Abstract: Total factor productivity is an essential determinant of long-run growth. Given the
dissatisfactory evolution of TFP in member states of the EU, determination of key factors of
productivity growth is essential for better economic performance of member states. The goal of the
paper is to quantify direct and indirect impact of labor market institutions and knowledge on total
factor productivity growth in member states of the European Union with emphasis on their
interactions. By means of least square dummy variables panel data regression, the impact of R&D,
human capital and five institutions on total factor productivity growth is estimated. Empirical
analysis is conducted on dataset covering observations for 28 member states over 1998-2016.
Regression results approve the theoretically expected productivity enhancing effect of knowledge
and indicate significantly negative impact of labor market institutions on TFP growth. Besides direct
effects, labor market institutions negatively influence productivity growth via their impact on human
capital and R&D. Therefore, policy measures that support knowledge accumulation and reform
current institutional set up on labor markets are essential for boosting productivity growth in the EU.
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1. Introduction

Total Factor Productivity (TFP) is considered as key determinant of long-run growth and cross-
country differences in income. It shows how productively all the inputs are used. Given the considerable
slowdown in potential growth in member states of the European Union and persisting productivity gap
between EU and US, the issue to enhance total factor productivity is in front of academic and policy
debates. Among others, we can mention The Council’s recommendation to create National productivity
Boards (The Council of the European Union 2016). However, economic policy measures would not
improve TFP and decrease productivity gap without determination of key determinants.

Since the emergence of endogenous growth theories, research and development (R&D) and human
capital (HC) has been considered as two leading determinants of economic growth through their positive
impact on productivity (Romer 1990; Lucas 1988). An evidence of productivity enhancing effect of R&D
can be found in numerous empirical studies (Coe and Helpman 1995; Frantzen 2000; Bronzini and Piselli
2009; Edquist and Henrekson 2017, etc.). Later studies extended the analysis of impact of knowledge by
inclusion of human capital in empirical analysis (Coe et al. 1997; Engelbrecht 1997; Ménnasoo et al. 2018,
Barcenilla et al. 2019, etc.).

Persisting differences in performance among countries raised a claim that knowledge accumulation
is an important but not only source of growth. New theories tried to explain growth through structural
parameters, including those related to institution (Aghion and Howitt 1992; Acemoglu et al. 2010; etc.).
Acemoglu and Robinson (2010) suggested that economic institutions are key sources of economic growth
and prosperity because they shape incentives of economic agents to invest in physical capital, human
capital and technology and influence organization of production. In the context of endogenous theories,
institutions determine productivity growth mainly via their impact on innovations and human capital
accumulation (Barro and Sala-i-Martin 1997).

As Freeman (1993) pointed out, recent research in labor market policies is dominated by two
contradicting intuitions: distortionism (institutions impede economic growth) and institutionalism
(institutions reduce costs, enhance productivity or moderate crises). A large body of current empirical
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works is oriented on strictness of labor market regulations with predominantly negative conclusions
about its impact on productivity (Bassanini et al. 2000, Gust and Marquez 2004, Bassanini and Venn 2008,
Bassanini et al. 2009, etc.). A positive, but weak and sensible to model specification, effect of stricter
regulation on labor productivity and TFP in the OECD countries was estimated by Nickell and Layard
(1999) and Koeninger (2005). Later, Belot et al. (2007) suggested that stricter employment protection
legislation leads to productivity gains if workers invest in firm-specific skills.

Even less studies exist in the case of other labor market institutions. Positive effect of minimum
wage on long-run labor productivity and TFP was found out by Bassanini and Venn (2007). However,
generous unemployment benefits system could reduce that positive effect of minimum wage by
reducing the opportunity cost of remaining unemployed. Alternatively, an increase of minimum wage
may lead to more efficient reallocation of sources and productivity gains (Del Carpio et al. 2015).
Negative impact of generous unemployment benefits was found out by Dolenc and Laporsek (2013). At
the same time, they suggested a positive impact of active labor market policies on productivity. The
productivity enhancing effect of ALMP was supported also by Parello (2011) or Egert (2016). Therefore,
an unambiguous answer on the role of labor market institutions in determining total factor productivity
cannot be fined even in empirical literature. Moreover, empirical studies rarely consider more than one
labor market institution leading to only partial conclusions about the impact of institutional set-up on
labor markets. Further empirical research could enrich the current state of knowledge and serve as basis
for appropriate policy recommendations.

The main goal of this paper is to quantify the direct and indirect impact of labor market institutions
and knowledge on total factor productivity growth in member states of the European Union with
emphasis on their interactions. More precisely, we are interested in the effect of research and
development, human capital and five labor market institutions (active labor market policies,
employment protection legislation, minimum wage, trade unions, unemployment benefits). Based on
review of theoretical and empirical works, we suppose that the direct effects of labor market institutions
on TFP is likely to be combined with indirect effects mainly via knowledge accumulation. Therefore,
labor market institutions may increase or decrease the productivity enhancing effect of research and
development and human capital.

The paper is organized as follows. After a short introduction to research question and its
theoretical background, the second section describes methodology of the empirical analysis. The
subsections present derivation of regression model, estimation methods and data. The section three
includes empirical results and their interpretations. Consequently, discussion on research findings,
limits of empirical analysis and proposals for future research are presented in section 4. Main
conclusions are summarized in the last section.

2. Methodology

The main assumptions behind our empirical specification is an endogenous determination of total
factor productivity. Therefore, TFP growth can be explained in line with endogenous growth theory
as a product of knowledge accumulation and residual set of factors including institutions (Aghion and
Howitt 2009). Moreover, we assume that the direct effects of LMI on TFP are combined with indirect
effects as institutions influence knowledge accumulation via their impact on human capital and
research and development.

2.1. The regression model

To derive the empirical model we apply, beside the aforementioned assumptions, a standard
approach of production function with labor and capital as inputs and a parameter that reflects the state
of technology. Assuming Hicks-neutral technological change, the production function has the
following form:

Y = TFPitL?tKiltg 1)

where Y denotes total output, K stands for total factor productivity, L is labor input (number of
hours worked), K is capital input (capital stock), a;, fB; represents the shares of labor and capital
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incomes in the total income (labor and capital compensation) and i,¢ are indexes for units and time.
In turn, relying on current endogenous theories, total factor productivity is determined by research
and development (R&D), human capital (HC), institutional variable (I) and other unmeasurable factors

(A).
TFPy = Ay R&Dy HC ¢ I ()

As we are interested in a specific effect of selected labor market institutions on total factor
productivity growth, our empirical model takes a form of productivity equation augmented by
institutions as follows:

AlnTFPl-t = Qq; + dt + BR&Dlt-l_ VHCL'L‘ + Z 6[LM1”t + Uit (3)
l

where the growth rate of total factor productivity (AInTFP.) is explained by country- and time-
specific effects (a;,d;) research and development (R&D), human capital (HC) and a set of five labor
market institutions (LMI). The last term ;; is an iid error term.

Based on equation (3) we can estimate the average direct effect of included explanatory variables
on productivity growth. However, our research question is oriented also to indirect effect of labor
market institutions on TFP via their impact on human capital and research and development. To
estimate these effects, we extend the baseline model (3) with pairwise interaction terms of R&D with
LMI and HC with LMI, respectively. The interaction terms are modelled according to methodology of
Bassanini and Duval (2010) as products of deviations of variables from their sample mean (over units
and time periods).

In the case of human capital and one labor market institution, the augmented productivity
equation takes the following form:

AINTFP, = a; + d, + BR&D;,+ yHCy, + Z §,LMly; + Oy (HC,, — HO)(LMI, —IMI) (&)
l

where bar stands for sample mean over countries and years. In this specification, coefficients can be
interpreted as marginal productivity effect of corresponding variables, when all other co-variates kept
constant at their sample means. The overall productivity effect of human capital is given by sum of
parameter estimates y (direct effect) and 6 (account for impact of LMI). Formally, partial derivative
of TFP growth with respect to human capital variable is given as:

OAInTFP,/OHC =y + 0(LMI;, —LMI") (5)

For productivity enhancing institutions (positive sign of coefficient &;), if parameter estimate of
interaction term 6 has positive sign, the marginal productivity effect of HC will be larger the larger
the value of LMI. Then, the negative sign for the interaction coefficient 8 would provide an evidence
of reform complementarity.

Similarly, the baseline model (3) extended by interaction of research and development and one
labor market institutions becomes as follows:

AInTFP, = a; + d; + BR&D;+ yHCy + Z §.LMI;, + Ogp (R&D;, — R&D)(LMI;, — LMI)  (6)
l

Notice that we cannot include all possible interactions into single estimation as it will lead to
substantial loss of degrees of freedom and raise the issue of perfect multicollinearity.

2.2. Methods of estimation and corresponding tests

In order to estimate equations (4) and its extensions (5) and (6) we use a panel data model with
country and period fixed effects (LSDV).

By application of fixed effect estimator, we can control for country specific differences through
individual intercepts and thereby solve the problem of omitted variables. In empirical analysis, we
focus on specific set of member states of the EU and the interference is restricted on the behavior of
these countries. At that case, is reasonable to assume the presence of unobserved (individual)
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heterogeneity (see e.g. Johnston and Dinardo 1997). The correctness of this specification and its
estimation is tested by Hausmann specification test (Hausman 1978).

Moreover, productivity growth can be sensitive to shocks that could have impact on all the
Europeans countries in a specific year. Therefore, we include time dummies in regression model to
control for common aggregate shocks.

A potential issue in the case of institutional variables is endogeneity of regressors. It means, that
the observed relationship between productivity growth and the institutional variable may reflect the
impact of institution on productivity growth but also the reverse causality (from productivity change
to institutional change). To control for endogeneity, we use lag values of institutional variables in
interference. Another essential requirement is stationarity of time series. Before the estimation, we test
the presence of unit roots for all explanatory variables.

To be aware the reliability of our interferences, we executed standard residual tests for
heteroskedasticity (Panel Period and Cross-section Heteroskedasticity LR Tests), autocorrelation
(Durbin-Watson Statistic) and normal distribution of standard errors (Histogram — Normality test).

2.3. Data

The empirical analysis is carried out on unbalanced panel data set that includes observations on
28 member states of the European Union from 1995 to 2017. We decided to not collect data from the
first half of 1990s for two reasons. First, availability of data and their quality for this period are limited,
especially in the case of new member states. Second, the early 1990s were marked by post-transitionary
shocks in certain countries (with substantial deviations from equilibrium conditions in the economies).
However, due to large number of missing values, observations for 1995-1997 and 2017 were dropped
out from the full sample. Therefore, the choice of sample period was determined by availability of data
and the baseline estimation was executed on the sample covering period of 1998-2016 and re-estimated
on the reduced sample 2004-2016.

In total, the dataset includes 7 regressors and total factor productivity growth as dependent
variable:

e  AInTFP - total factor productivity growth proxied by log difference of broad measure of TFP,
calculated via growth accounting method

e  HC - human capital proxied by population with secondary and tertiary education as percentage
of total population aged 15-64

e  R&D - research and development proxied by total R&D personnel and researchers as % of active
population

e  ALMP -active labor market policies proxied by participants in active measures (cat. 10-70) as
portion of unemployed

e EPL - employment protection legislation proxied by strictness of employment protection on
temporary contracts (index 0-6)

e MW —statutory minimum wage at monthly rate converted to PPS (via PPP, EU28=1)

e TU - trade unions proxied by union density rate (share of workforce with membership in trade
unions)

e  UB - unemployment benefits proxied by full unemployment benefits per unemployed person in
PPS

The choice of the variables was determined by the followings: a) the research question, b)
theoretical foundations, c) estimation techniques, d) availability of data. As we are interested in the
impact of knowledge accumulation and labor market institutions on TFP 